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L g New strategies of the LHC experiments to meet E-
the computing requirements of the HL-LHC era

status of current data production levels and the structure of the LHC experiment computing models, the estimates of the data production rates and resource needs were re-evaluated for the era leading into the High Luminosity LHC (HL-LHC), the Run 3 and

Run 4 phases of LHC operation.

It turns out that the raw data volume will grow ~10 times by the HL-LHC era and the processing capacity needs will grow more than 60 times. While the growth of storage requirements might in principle be satisfied with a 20% budget increase and

technology advancements, there is a gap of a factor 6 to 10 between the needed and the available computing resources.

The threat of a lack of computing and storage resources was present already in the beginning of Run 2, but could still be mitigated e.g. by improvements in the experiment computing models and data processing software or utilization of various types of

 ZENT external computing resources. For the years to come, however, new strategies will be necessary to meet the huge increase in the resource requirements.

- In contrast with the early days of the LHC Computing Grid (WLCG), the field of High Energy Physics (HEP) is no longer among the biggest producers of data. Currently the HEP data and processing needs are ~1% the size of the largest industry problems. Also,
HEP is no longer the only science with large computing requirements.

In this contribution, we will present new strategies of the LHC experiments towards the era of the HL-LHC, that aim to bring together the desired requirements of the experiments and the capacities available for delivering physics results.

Dagmar Adamova (NPl AS CR Prague/Rez) and Maarten Litmaath (CERN)
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Significant increase in 2016: up to 630000 active cores.

s Outlook: HL-LHC might/will create a computational problem
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New LHC / H L-LHC Plan LHC performance is excellent and expected to improve. LHC and detector upgrades will bring larger luminosity, higher pile-up, more channels, higher event complexity, more complex

simulations and all this translates into a massive growth of data to be processed and stored. The estimates of necessary growth of resources vary: 65 — 200 times larger needs than for
LHC Run2. But experiments budgets are expected to stay constant (at least). Without significant efforts in optimisation, computing could risk to become a bottleneck for LHC science.

LHC : . . . . . .
L =510+ Both experiments and CERN IT are increasingly held accountable for science throughput per investment by funding agencies.
- a4 -
L~7x10% se1oxI0™ L=2-3x10% pile-up~ 130-200
Pile-up~20-35 P Pile-up~50-80 :
ey Estimates of resource needs for HL-LHC
4500 &
13-14 TeV
injector upgrade [
splice consolidation cryogenics Point 4 400,0 —o Data estimates for 1st year of HL-LHC (PB)
8 TeV button collimators dispersion 'ﬁ;]%lrl:[‘z]rl'u[w HL-LHC installation 000 CPUMNeedsHorf st¥earmfHL-LHCIKHS06)
o e Pl By ceen ;L""; = 0000 W ALICE ®ATLAS ®CMS = LHCh
collimation 350,0 — 200

E ALICE B ATLAS @ CMS O LHCh

200000

. s B

300,0 ©

Yy
-2 = =23 = @

radiation 2500 < ECM3 600 150000
damage
—\ ATLAS 500
o o 2 X nominal luminosity | 2000 « > EALICE 400 160000
ominal luminosity || experimentupgrade | m LHCh 300
759 experiment beam pipes phrase 1 experiment upgrade phase 2 1500 .
| ! ) 200 50000

We are here

m l m l 300 b 3000 fb" — T
6.5to 7 TeV 7 TeV o I —— Data:
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CPU: 60 times upscale from 2016 needed

Upgrade ALICE + LHCb for Run 3 Upgrade CMS + ATLAS for Run 4

575 Gbyte/s for 6 weeks/year 10-40 GByte/s data rates in p-p run Very rough estimate of new RAW data per year of running using a

simple extrapolation of current data volume scaled by the output
rates (in PB, follow-up of 2015).
To be added: derived data (ESD, AOD), simulation, user data... Technology development at ~20%/year will bring growth of only 6-10 in 10-11 years.

These estimates are based on today’s computing models, but with expected HL-LHC operating
parameters. They are very preliminary and may change significantly over the coming years.

Commercial providers of computing services run infrastructures (computing clouds) much larger than HEP

There are various data driven projects outside HEP Nowadays scales are significantly different than in the first years of building the computing grid for LHC (WLCG). The enormous outburst of modern technologies caused a hectic development of data

driven activities. Both industry and commerce enormously increased their demands for IT services which were met by the providers of cloud computing services. The providers dominating the market
manage infrastructures up to orders of magnitude larger than the resources within WLCG. By charging for services, unlike the WLCG, the cloud providers reached remarkable revenues. For the HEP
community, the standard commercial cloud services are still too expensive to be used on regular basis.

Storage

Amazon supports millions of queries per second

Google has 10-15 thousand PB under management

Facebook manages 300 PB which roughly corresponds to what is in WLCG
eBay collected and accessed the same amount of data as LHC Run 1

Processing/CPU:

Amazon has more than 40 million processor cores in its Elastic
Compute cloud, EC2

Google has ~1million servers and ~20 million cores

WLCG typically has ~500 thousand physical cores in use,
which is ¥1% of Amazon EC2 capacity

Infrastructure-as-a-Service market share in first half of 2015, by vendor
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Current status and strategies of WLCG

Worldwide LHC Computing Grid (WLCG)
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the system to the constantly evolving demands on performance.
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CERN organizes ongoing procurements to use services of different
cloud providers at least for particular LHC data processing use cases.
Such a schema looks likely to be adopted for the future LHC runs,
while usage of commercial cloud services on a very large scale is not
yet anticipated.

ATLAS event processing performance improved
significantly since Run 1

Nr. of cores
per resourece type
May-Sep 2016

New Computing TDR is under preparation for 2020

It will be a checkpoint on a roadmap — the current working system will

\o~dt

always continue to evolve. ™ cloud
In addition to technological challenges, there are also sociological arid
aspects: without recognizing computing and software activities as

being equally important as analysis in physics careers, the amount of ¥ hpc

effort available for computing matters might become a problem for LHC 22

science.

Usage of external resources for LHC data in 2016



