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The Nucleon Axial Charge

• Free neutron lifetime


• Nuclear force


• Nuclear β decay
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Applications
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New Physics 
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Introduction to LQCD
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A long-outstanding problem for LQCD
Bhattacharya, Cohen, Gupta, Joseph, Lin, Yoon PRD 89 (2014) arXiv:1306.5435
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MILC Ensembles

• Anyone is free to use them 

• Large statistics available 

• Capable of controlling all systematic uncertainties 

• We use domain wall valence on the HISQ sea,  �(a2) errors [ 1701.07559 ].

5

abbr. name ensemble Ncfg Nsrcs volume ∼ a [fm] ∼m⇡,5 [MeV] ∼m⇡,5L �smr Nsmr

a15m310 l1648f211b580m013m065m838a 1960 24 163 × 48 0.15 307 3.78 4.2 60

a12m310 l2464f211b600m0102m0509m635a 1053 4 243 × 64 0.12 305 4.54 4.5 60

a09m310 l3296f211b630m0074m037m440e 784 8 323 × 96 0.09 313 4.50 7.5 167

a15m220 l2448f211b580m0064m0640m828a 1000 12 243 × 48 0.15 215 3.99 4.5 60

a12m220S l2464f211b600m00507m0507m628a 1000 4 243 × 64 0.12 218 3.22 6.0 90

a12m220 l3264f211b600m00507m0507m628a 1000 4 323 × 64 0.12 217 4.29 6.0 90

a12m220L l4064f211b600m00507m0507m628a 1000 4 403 × 64 0.12 217 5.36 6.0 90

a15m130 l3248f211b580m00235m0647m831a 1000 5 323 × 48 0.15 131 3.30 4.5 60

TABLE I. The HISQ ensembles used in this work along with the number of configurations Ncfg, number of sources per
configuration Nsrc, lattice volume, approximate lattice spacing a, approximate HISQ taste-5 pion mass, and approximate value
of m⇡,5L. Values are obtained from Table I of Ref. [30] with increased number of configurations. We also list the values of the
gauge invariant Gaussian source smearing algorithm used.

These parameters were chosen to reduce the contamina-
tion from excited states in the proton while not observing
signs of over-smearing.

We shift all time sources to t
0

→ 0 and average over all
sources before analyzing the correlation functions, where
t is the source-sink separation time. We observe no corre-
lation between di↵erent sources, resulting in a reduction
of
√
N

src

in statistical uncertainty. We further double
the statistical sampling by generating analogous correla-
tion functions for the negative parity nucleon. Under
time-reversal, the nucleon reverses parity, allowing us
to average the forward propagating nucleon correlation
functions with the time-reversed negative-parity nucleon
correlation functions.

We perform a simultaneous fit of the two-point corre-
lator and the axial e↵ective derivative together with the
vector e↵ective derivative which further constrains the
ground state energy of the nucleon, and indirectly leads
to a more precise extraction of the axial charge g̊

A

, where
the ring indicates this as the bare charge. Futhermore,
the simultaneous fit naturally gives access to the corre-
lated ratio of g̊

A

�̊g
V

and simplifies the renormalization
procedure, which is discussed in Sec. V.

The Feynman-Hellmann method used to construct the
three-point correlation functions leads to an increase of
O(t) in statistical sampling from equal computation time
from the sum over the current insertion. The method also
yields the complete source-sink separation time depen-
dence of the correlation function, leading to exponential
improvement in the signal-over-noise ratio for the cor-
relator at small source-sink separation times. The im-
provement in signal quality is demonstrated in detail in
Ref. [23].

We study possible autocorrelations in our data set by
binning the derivative correlation functions for every en-
semble used in this work. Fig. 2 shows a representative
example of a binning study. We observe that both the
central value and standard deviation of the raw correla-
tion function is stable under binning for bin sizes up to
four, demonstrating that no autocorrelations are present

FIG. 2. Plot of the e↵ective derivative of the axial form factor
for the a12m220 ensemble as a function of source-sink sepa-
ration t for point- (�) and smeared-sinks (◯). Bin sizes of 1
(unbinned), 2, 3, and 4 are shown with increasingly lighter
shades from left to right for both choices of sink smearing.

in the data. The complete binning study is presented in
Appendix A. We do not bin any of our data in this work.

B. Method

We construct the e↵ective derivative from the two-
point and derivative correlation function as detailed in
Eq. (7) for the axial-vector and vector currents. A simul-
taneous fit is then performed to the two-point correlation
function in tandem with the e↵ective derivative of both
currents, leading to a tripling of the amount of corre-
lated data when determining a large subset of shared fit
parameters (i.e. E

n

and z
n

). In order to perform the si-
multaneous fit, we first explore the parameter space with
a Bayesian constrained fit. The central value of the poste-
rior is then used as an initial guess for the corresponding
frequentist fit. For our preferred fit, we use the results
from the frequentist fit, and motivate our choice of fits
under frequentist inference. The correlated uncertainty

MILC Collaboration Phys. Rev. D87 (2013) 054505
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New Methods

New Analytic Tools Computationally 
Affordable
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Systematics



2-Point Standard Method



2-Point Standard Method



Effective Mass

2

element we are interested in, summed over all time in-
sertions. For 0 < t0 < t, this is in fact the quantity
R(t) defined in the summation method summed over all

time insertions and the other time regions will contribute
systematic contaminations.

Z
dt0h⌦|T{O(t)J(t0)O†(0)}|⌦i =

Z
1

t

dt0h⌦|J(t0)O(t)O†(0)|⌦i

+

Z t

0
dt0h⌦|O(t)J(t0)O†(0)|⌦i

+

Z t

�1

dt0h⌦|O(t)O†(0)J(t0)|⌦i (7)

The FHT relates matrix elements to derivatives of the
spectrum. The e↵ective mass is a derived quantity which
asymptotes to the ground state mass in the long Eu-
clidean time limit,

meff (t, ⌧) =
1

⌧
ln

✓
C(t)

C(t+ ⌧)

◆
�!
t!1

1

⌧
ln(eE0⌧ ) (8)

Consider the derivative of the e↵ective mass in the pres-
ence of the external current

@meff
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����
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C(t+ ⌧)
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C(t)

�
(9)

From Eq. (6), we observe the term proportional to the
vacuum matrix element exactly cancels in the di↵erence
in Eq. (9) even for scalar currents, leaving us with terms
only proportional to the matrix elements of interest

@meff
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@�

����
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Z
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where

R(t) =

R
dt0h0|T{O(t)J(t0)O(0)}|0i

C(t)
(11)

@�m
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X

n

h⌦|eĤtO(0)e�Ĥt |nihn|
2En
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X

n
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†

n

e�Ent
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Relation to other methods:

derivative of e↵ective mass

Implementation:

Systematics:

An application: the nucleon axial charge:

Conclusions:
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Standard Method
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FIG. 8. The 2-state fit to the unrenormalized axial charge gu�d
A data for the seven ensembles at di↵erent values of the lattice

spacing and pion mass. The grey error band and the solid line within it is the tsep ! 1 estimate obtained using the 2-state
fit. The result of the fit for each individual tsep is shown by a solid line with the same color as the data points. Note that the
data with tsep = 16 in the two a06 ensembles are not used in the fit.

up to n excited states are included in the fit Ansatz). Our
additional tests on the a06 ensembles discussed in Sec. VI
show that increasing the smearing size � over the range
simulated reduces A1/A0 and the excited-state contami-
nation, most notably in the axial and scalar charges. On
the other hand, beyond a certain size �, the statistical
errors based on a given number of gauge configurations
start to increase. Also, when calculating the form fac-
tors, one expects the optimal � to decrease with increas-
ing momentum. Thus, one has to compromise between
obtaining a good statistical signal and reducing excited-
state contamination in both the charges and the form
factors, when all these quantities are being calculated
with a single choice of the smearing parameters.

The data in Tables III and IV show an increase in the
ratio A1/A0 as the lattice spacing is decreased. This
suggests that the smearing parameter � (see Table II)

should have been scaled with the lattice spacing a. The
dependence of the ratio on the two choices of tmin used
in the fits (estimates in Table III versus Table IV) and
between the HP and AMA estimates for each choice is
much smaller. Based on these trends and additional tests
discussed in Sec. VI, a better choice for the smearing pa-
rameters when calculating the matrix elements at zero-
momentum transfer is estimated to be {5, 70}, {7, 120}
and {9, 200} for the a = 0.12, 0.09 and 0.06 fm ensem-
bles, respectively. In physical units, a rule-of-thumb es-
timate for tuning the smearing size is �a ⇡ 0.55 fm.

To extract the three matrix elements h0|O�|0i,
h1|O�|0i and h1|O�|1i, for each operator O� = OA,S,T,V ,
from the 3-point functions, we make one overall fit using
the data at all values of the operator insertion time ⌧ and
the various source-sink separations tsep using Eq (10).
From such fits we extract the tsep ! 1 estimates un-

PNDME Phys. Rev. D94 (2016) arXiv:1606.07049

tmin

tmax

τ



Feynman-Hellman Method

tmin tmin

Bouchard, Chang, Kurth, Orginos, and Walker-Loud  arXiv:1612.06963
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Feynman-Hellman Method
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Bouchard, Chang, Kurth, Orginos, and Walker-Loud  arXiv:1612.06963



Feynman-Hellman Method

tmin tmin

S(x, xi) X

y

S(x, y)�S(y, xi)

Bouchard, Chang, Kurth, Orginos, and Walker-Loud  arXiv:1612.06963

(cf. the summation method)



Feynman-Hellman Method
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Improved systematics
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Improved systematics
Bouchard, Chang, Kurth, Orginos, and Walker-Loud  arXiv:1612.06963
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Example Effective Matrix Element

tmin

arXiv:1704.01114

tmin

all t

known 
functional 

form

asymptotes in  
just one time 

variable

Σx,t



• Not QCD Specific 
• Any fermion 

bilinear matrix 
element

• 3-point → 2-point 
function: easier 
fits 

• Known spectral 
decomposition

• Stochastic 
enhancement 

• 3/2 the cost of 
one temporal 
separation



Systematics for an example point
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Models

Physics Finite Volume mπ dependence lattice spacing

dependence

Taylor Expansion independent επ0 a0

Chiral 
Perturbation 

Theory
coefficients 

reappear επ2 a2


αS a2

✏⇡ =
m⇡

4⇡f⇡
�a = c2a

a2

w2
0

11

as the NNLO contribution is purely non-analytic in the
quark mass, and therefore it must be proportional to g

0

.
There are still 3 LECs to be determined at NNLO, and
since we have only 3 pion mass points, this extrapolation
can be used to estimate the importance of higher order
chiral corrections, but not for a robust extrapolation.

g
A

is a dimensionless quantity. If one takes the �PT
dimensional regularization scale to be µ = 4⇡F

⇡

, then the
entire extrapolation function can be expressed in terms
of purely dimensionless quantities which we can be deter-
mined in the LQCD calculation. The correction to this
formula from using a quark mass dependent scale versus
a fixed scale appears at NNNLO, O(m4

⇡

), as the di↵er-
ence between 4⇡F

⇡

and 4⇡F
0

is an O(m2

⇡

) correction.
Therefore, through NNLO, the pion mass extrapolation
function can be simply expressed as

g�PT

A

= g
0

− ✏2
⇡

�(g
0

+ 2g3
0

) ln �✏2
⇡

� − c
2

�
+ g

0

c
3

✏3
⇡

+� , (40)

where the � denote terms of higher order in the chiral
expansion and all LECs are dimensionless.

Our results indicate very mild pion mass dependence
within the range of pion masses used. This is also con-
sistent with LQCD results for g

A

from other groups,
which show a nearly flat pion mass dependence up to pion
masses on the order of 1 GeV [11, 64–77]. We therefore
also consider a simple Taylor expansion around a point
✏2
0

gT
A

= c
0

+ c
2

(✏2
⇡

− ✏2
0

) + c
4

(✏2
⇡

− ✏2
0

)2 +� . (41)

The Taylor expansion about ✏2
⇡

is synonymous with a
Taylor expansion in the light quark mass. One could
also consider a Taylor expansion in ✏

⇡

, however this is
synonymous with an expansion in

√
m

l

, which is not a
natural expansion in terms of the input parameters of
QCD. This form can be phenomenologically motivated
through the observation of linear pion mass dependence,
similar to that observed in the nucleon mass [51, 57, 58].
An extrapolation of our results in (✏

⇡

− ✏
0

) is consistent
with that in Eq. (41), however, we do not consider it
further in this work.

The quadratic term in the Taylor expansion requires
the determination of a 3rd unknown parameter, as with
the chiral expansion at NNLO, and so one can only use
these higher order fits to estimate chiral extrapolation
uncertainties. For the linear extrapolation, the choice of
✏
0

of course has no impact on the final result.
For su�ciently large volumes, it is trivial to incorpo-

rate the corrections arising from a finite periodic volume
into �PT. In the so-called p-regime [78], one simply re-
places the spatial integrals arising in quantum loop cor-
rections with their finite volume sums. For quantities
without kinematic singularities appearing in the momen-
tum integral, the di↵erence between the finite volume and
infinite volume quantum corrections can be shown to be
suppressed exponentially in the volume, with an asymp-
totic suppression at least as strong as e−m⇡L. The lead-
ing volume corrections arising at NLO for g

A

were first

worked out in Ref. [79]. Using the notation of this refer-
ence but keeping only the contributions from intermedi-
ate nucleons, the volume corrections can be expressed in
terms of the two dimensionless quantities ✏

⇡

and m
⇡

L,

�
L

≡ g
A

(L) − g
A

(∞)
= 8

3
✏2
⇡

�g3
0

F
1

(m
⇡

L) + g
0

F
3

(m
⇡

L)� (42)

where

F
1

(mL) = �
n≠0 �K0

(mL�n�) − K
1

(mL�n�)
mL�n� � ,

F
3

(mL) = −3
2
�
n≠0

K
1

(mL�n�)
mL�n� , (43)

and K
⌫

(z) are modified Bessel functions of the second
kind. The two features of note are that the coe�cient of
the volume corrections depends upon g

0

, the LO (leading-
order) contribution to g

A

and that at fixed m
⇡

L the vol-
ume corrections scale quadratically in the pion mass.
While the finite volume corrections can be under-

stood through an infrared modification of the low-energy
EFT, the discretization corrections can be parameter-
ized through a modification of the ultra-violet behavior
of the theory, and similarly mapped into an EFT descrip-
tion. In order to characterize the finite lattice spacing
corrections, one follows a straightforward two-step pro-
cedure [80]. First, the lattice action is expanded for small
lattice spacing into the Symanzik local EFT [81, 82]. The
discretization e↵ects are then encoded in a tower of op-
erators suppressed by higher powers of the discretization
scale,

S = S
0

+ �
n>0a

nS
n

, (44)

where S
0

= S
QCD

is the QCD action and S
n

are the set
of e↵ective continuum operators of dimension 4 + n con-
sistent with all symmetries of the underlying lattice ac-
tion. For the mixed lattice action we are using, the lead-
ing discretization e↵ects begin at O(a2). The dynam-
ical HISQ action is perturbatively improved such that
the leading discretization e↵ects begin at O(↵

S

a2) and
the valence MDWF action has leading corrections which
begin at O(a2). The MDWF action has an O(a) correc-
tion proportional to the residual chiral symmetry break-
ing parameter, but this quantity can be absorbed into
a redefinition of the quark mass, and in our case, it has
been tuned to be less than 10% of the valence light quark
mass [24], see also Table III.
The MA EFT for this action is known [83, 84], includ-

ing the MA EFT expression for g
A

at NLO [85, 86],

gMA

A

= g
0

− (g
0

+ 2g3
0

)✏2
⇡

ln �✏2
⇡

� + c
2

✏2
⇡

− �g
0

+ 24g3
0

− 15g2
0

ḡ
0

+ 14g
0

ḡ2
0

+ ḡ3
0

12
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× �✏2
ju

ln �✏2
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⇡
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⇡

��
− g

0

ḡ2
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✏2
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�1 + ln �✏2
⇡

�� + cMA

2a

a2
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0

. (45)
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Taylor Series Extrapolation
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• Feynman-Hellman 
method


• LCF Resources


• Fast software

gA = 1.278(21)(26) 
    2.6% uncertainty 
    matches experiment
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Towards 1% uncertainty
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Infinite Volume Extrapolation: a12m220
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↵
S

�
a

, where ↵
S

is the strong coupling constant. The dis-
crepancy between the O(a2) and O(↵

S

a2) extrapolations
should provide a reasonably conservative estimate of the
continuum extrapolation uncertainty. The resulting set
of extrapolation functions is given by

g
A

= c
0

+ �
a

+ �
L

, (49a)

g
A

= c
0

+ ↵
S

�
a

+ �
L

, (49b)

g
A

= c
0

+ c
2

✏2
⇡

+ �
L

, (49c)

g
A

= c
0

+ c
2

✏2
⇡

+ �
a

+ �
L

, (49d)

g
A

= c
0

+ c
2

✏2
⇡

+ ↵
S

�
a

+ �
L

, (49e)

g
A

= g
0

+ �
a

+ �
L

, (49f)

g
A

= g
0

+ ↵
S

�
a

+ �
L

, (49g)

g
A

= g
0

− (g
0

+ 2g3
0

)✏2
⇡

ln(✏2
⇡

) + c
2

✏2
⇡

+ �
L

, (49h)

g
A

= g
0

− (g
0

+ 2g3
0

)✏2
⇡

ln(✏2
⇡

) + c
2

✏2
⇡

+ �
a

+ �
L

, (49i)

g
A

= g
0

− (g
0

+ 2g3
0

)✏2
⇡

ln(✏2
⇡

) + c
2

✏2
⇡

+ ↵
S

�
a

+ �
L

, (49j)

where �
L

and �
a

are given by Eqs. (42) and (48) respec-
tively. For the latter five fits from Eqs.((49f)–(49j)), the
unknown coe�cient in �

L

, g
0

, is taken to be the same
as in the infinite volume �PT expression while in the
Taylor expansion fits, Eqs. (49a)-(49e), the value is left
to float as a free parameter, gL

0

. To evaluate the finite-
volume functions F

1

(m
⇡

L) and F
3

(m
⇡

L), we include up
to �n� = 20 in the summations, well beyond the point
of negligible contributions from higher around-the-world
e↵ects [90]. For NLO Taylor expansion fits given by
Eqs. (49c–49e), we expand around ✏2

0

= 0 as the choice
of ✏

0

has no impact in this linear in ✏2
⇡

expansion.
We perform a numerical least-squares minimization of

the �2 constructed from our results and the 10 extrap-
olation functions listed above. The input parameters,
the independent x-variables, have uncertainties which are
correlated with the values of g

A

(✏
⇡

, a�w0,m
⇡

L) on each
ensemble. We have not performed calculations with dif-
ferent sets of valence parameters on the same underlying
ensemble, so the covariance matrix needed for the �2 is
diagonal in the ensemble space,

�2 =�
q

�gq
A

− f(x
q

, ✓)�2
�2

q

, (50)

where q runs over the ensembles, gq
A

is the mean value
of g

A

, x
q

is the set of x-variables, �2

q

is the variance in-
cluding that from the x-variables, all on ensemble q and
✓ is the set of unknown parameters in a given extrapola-
tion function. In order to estimate �

q

, we compute the
variance

�2

q

= var�gq
A

[bs] − f(x
q

[bs], ✓)� , (51)

using the bootstrap distributions of g
A

and the x-
variables. For a function with linear dependence upon x,
this exactly reproduces the linear least squares variance
with uncorrelated uncertainties in x and y, �2 = �2

y

+✓2�2

x

,

for a function f(x, ✓) = ✓x. For each minimization, we
also perform a fit in which we set the x-variance to zero,
and find that these uncertainties have no impact on the
results within the quoted precision. We have prepared
a set of Python scripts that perform these various mini-
mizations, which we make available with this article.
To judge the relative quality of these various extrap-

olations, we utilize the AIC (Akaike information crite-
rion) [91] defined as,

AIC = 2k − 2 ln(L̂) (52)

for a model with k free parameters and L̂ is the maximum
of the likelihood function. The hat on L indicates that
the likelihood is evaluated at its extrema. In the case
that the objective function is the �2-statistic, −2 ln(L̂) =
�2

min

. The AIC is derived from the Taylor expansion
of the Shannon entropy up to quadratic dependence in ✓
evaluated at its maximum likelihood estimate. Therefore
within a set of models, any model i with AIC

i

has the
relative probability P

i

(where P
i

≤ 1) of being the “truth”
compared to the model with AIC

min

where,

P
i

= exp [− (AIC
i

−AIC
min

) �2] . (53)

It is important to note that AIC does not provide a
means for hypothesis testing, but instead only provides
a method for model selection. The model-weighted aver-

age ✓̂ and variance ˆ̄�
✓

of parameter ✓ over N models can
be calculated from the AIC weights w

i

,

✓̂ = N�
m=1wi

✓̂
i

, (54)

�̂
✓

= � N�
m=1wi

�
�̂
i,✓

+ (✓̂
i

− ✓̂)2�
2

, (55)

w
i

= P
i

∑N

m=1 Pm

, (56)

where the hat on ✓
i

(and its variance) indicates its value
determined by the maximum likelihood estimate of model
i. We employ AIC as means of model selection, and
ultimately for estimating the model extrapolation uncer-
tainty. In Table VI, we list quantities from the minimiza-
tion of the 10 extrapolation functions listed in Eqs. (49a)-
(49j). Our final determination of the axial charge is

g
A

(✏phys
⇡

, a→ 0,m
⇡

L→∞) = 1.278(21)(26) , (57)

where the first uncertainty is the statistical/systematic
uncertainty arising from the LQCD calculations and the
second uncertainty arises from the spread in predictions
from the various extrapolation functions considered. The
resulting distribution is displayed in Fig. 5.

B. Discussion

The largest uncertainty in our determination of g
A

results from the model extrapolation uncertainty. The

�a = c2a
a2

w2
0

11

as the NNLO contribution is purely non-analytic in the
quark mass, and therefore it must be proportional to g

0

.
There are still 3 LECs to be determined at NNLO, and
since we have only 3 pion mass points, this extrapolation
can be used to estimate the importance of higher order
chiral corrections, but not for a robust extrapolation.

g
A

is a dimensionless quantity. If one takes the �PT
dimensional regularization scale to be µ = 4⇡F

⇡

, then the
entire extrapolation function can be expressed in terms
of purely dimensionless quantities which we can be deter-
mined in the LQCD calculation. The correction to this
formula from using a quark mass dependent scale versus
a fixed scale appears at NNNLO, O(m4

⇡

), as the di↵er-
ence between 4⇡F

⇡

and 4⇡F
0

is an O(m2

⇡

) correction.
Therefore, through NNLO, the pion mass extrapolation
function can be simply expressed as

g�PT

A

= g
0

− ✏2
⇡

�(g
0

+ 2g3
0

) ln �✏2
⇡

� − c
2

�
+ g

0

c
3

✏3
⇡

+� , (40)

where the � denote terms of higher order in the chiral
expansion and all LECs are dimensionless.

Our results indicate very mild pion mass dependence
within the range of pion masses used. This is also con-
sistent with LQCD results for g

A

from other groups,
which show a nearly flat pion mass dependence up to pion
masses on the order of 1 GeV [11, 64–77]. We therefore
also consider a simple Taylor expansion around a point
✏2
0

gT
A

= c
0

+ c
2

(✏2
⇡

− ✏2
0

) + c
4

(✏2
⇡

− ✏2
0

)2 +� . (41)

The Taylor expansion about ✏2
⇡

is synonymous with a
Taylor expansion in the light quark mass. One could
also consider a Taylor expansion in ✏

⇡

, however this is
synonymous with an expansion in

√
m

l

, which is not a
natural expansion in terms of the input parameters of
QCD. This form can be phenomenologically motivated
through the observation of linear pion mass dependence,
similar to that observed in the nucleon mass [51, 57, 58].
An extrapolation of our results in (✏

⇡

− ✏
0

) is consistent
with that in Eq. (41), however, we do not consider it
further in this work.

The quadratic term in the Taylor expansion requires
the determination of a 3rd unknown parameter, as with
the chiral expansion at NNLO, and so one can only use
these higher order fits to estimate chiral extrapolation
uncertainties. For the linear extrapolation, the choice of
✏
0

of course has no impact on the final result.
For su�ciently large volumes, it is trivial to incorpo-

rate the corrections arising from a finite periodic volume
into �PT. In the so-called p-regime [78], one simply re-
places the spatial integrals arising in quantum loop cor-
rections with their finite volume sums. For quantities
without kinematic singularities appearing in the momen-
tum integral, the di↵erence between the finite volume and
infinite volume quantum corrections can be shown to be
suppressed exponentially in the volume, with an asymp-
totic suppression at least as strong as e−m⇡L. The lead-
ing volume corrections arising at NLO for g

A

were first

worked out in Ref. [79]. Using the notation of this refer-
ence but keeping only the contributions from intermedi-
ate nucleons, the volume corrections can be expressed in
terms of the two dimensionless quantities ✏

⇡

and m
⇡

L,

�
L

≡ g
A

(L) − g
A

(∞)
= 8

3
✏2
⇡

�g3
0

F
1

(m
⇡

L) + g
0

F
3

(m
⇡

L)� (42)

where

F
1

(mL) = �
n≠0 �K0

(mL�n�) − K
1

(mL�n�)
mL�n� � ,

F
3

(mL) = −3
2
�
n≠0

K
1

(mL�n�)
mL�n� , (43)

and K
⌫

(z) are modified Bessel functions of the second
kind. The two features of note are that the coe�cient of
the volume corrections depends upon g

0

, the LO (leading-
order) contribution to g

A

and that at fixed m
⇡

L the vol-
ume corrections scale quadratically in the pion mass.
While the finite volume corrections can be under-

stood through an infrared modification of the low-energy
EFT, the discretization corrections can be parameter-
ized through a modification of the ultra-violet behavior
of the theory, and similarly mapped into an EFT descrip-
tion. In order to characterize the finite lattice spacing
corrections, one follows a straightforward two-step pro-
cedure [80]. First, the lattice action is expanded for small
lattice spacing into the Symanzik local EFT [81, 82]. The
discretization e↵ects are then encoded in a tower of op-
erators suppressed by higher powers of the discretization
scale,

S = S
0

+ �
n>0a

nS
n

, (44)

where S
0

= S
QCD

is the QCD action and S
n

are the set
of e↵ective continuum operators of dimension 4 + n con-
sistent with all symmetries of the underlying lattice ac-
tion. For the mixed lattice action we are using, the lead-
ing discretization e↵ects begin at O(a2). The dynam-
ical HISQ action is perturbatively improved such that
the leading discretization e↵ects begin at O(↵

S

a2) and
the valence MDWF action has leading corrections which
begin at O(a2). The MDWF action has an O(a) correc-
tion proportional to the residual chiral symmetry break-
ing parameter, but this quantity can be absorbed into
a redefinition of the quark mass, and in our case, it has
been tuned to be less than 10% of the valence light quark
mass [24], see also Table III.
The MA EFT for this action is known [83, 84], includ-

ing the MA EFT expression for g
A

at NLO [85, 86],

gMA

A

= g
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− (g
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+ 2g3
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ḡ
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+ 14g
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0

12
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ju
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. (45)
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Pion mass
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χPT only: gA=1.257(20)(09)    [1.7%]



Smearing Study
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Autocorrelations
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