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FIRST experiment purposes

• The study of the nuclear fragmentation processes in the interaction of highly 
energetic ions in matter is of great interest in:
1. Basic research: To improve our knowledge of nucleus-nucleus collisions 

(e.g. hadronic shower induced by ions in the atmosphere)
2. Applied physics: in particular in particle therapy for the treatment of tumors 

and in space radiation protection
• Accurate measurements of fragmentation cross sections of light ions interacting 

with elemental and composite targets are crucial to benchmark and improve the 
nuclear interaction models implemented in Monte Carlo (MC) simulation codes.
J. DUDOUET, D. CUSSOL, D. DURAND, AND M. LABALME PHYSICAL REVIEW C 89, 054616 (2014)
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FIG. 4. (Color online) Energy distributions of 4He, 6Li, and 7Be fragments at 4◦ and 17◦. Black points are experimental data. Histograms
are for simulations with QMD, BIC, and INCL models coupled to the FBU de-excitation model (see insets).

the quasi-projectile. The low-energy part of the distribution
is associated with the species produced at mid-rapidity and
also with the decay of the quasi-target, although this last
contribution becomes dominant only at very large angles and
can only be poorly detected owing to experimental energy
thresholds. Therefore, the ability of the models to reproduce
the data can be appreciated based on these two physical
aspects: the decay of the quasi-projectile and the particle
production mechanism at mid-rapidity.

As shown in Fig. 4, among the three models, BIC shows
the strongest disagreement with the experimental data. In
particular, the model is unable to account for the mid-
rapidity contribution (medium angles). This is due to the
binary nature of the reaction mechanism assumed in the
model. Indeed, composite fragments cannot be formed in
this model, and only nucleons undergoing nucleon-nucleon
collisions can be emitted. Moreover, the mean energy of
the quasi-projectile contribution is too large as compared to

data, and its contribution (close to 95 MeV/u) remains too
important at large angles. This leads for instance to the very
strong disagreement shown in Fig. 4(d) for 7Be fragments
at 17◦.

The INCL model better reproduces the quasi-projectile
contribution for both the mean and the width of the energy
distribution. It also predicts more fragments at low energies
(0 < E < 50 MeV/nucleon) as compared to the BIC model.
However, the results still underestimate the data. Moreover,
the shape of the distributions at low energies (mid-rapidity
contribution) is not in agreement with the data.

In contrast to the angular distributions, the QMD model
better reproduces the global shape of the energy distributions.
Although the mean energy of the quasi-projectile peak is
slightly too high, the shape of the mid-rapidity contribution
is better reproduced than in the BIC or INCL models.
However, as in other models, it underestimates the mid-rapidity
contribution.

054616-6

• The current discrepancies between 
MC codes and experimental data are 
mainly due to the lack of available 
data and to their limited precision.

Data: E600 (GANIL)C+C @ 95 MeV/nucleon 
MC simulation: GEANT
J.Dudouet et al., Phys. Rev. C 89, (2014) 
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FIRST experiment purposes

• The study of the nuclear fragmentation processes in the interaction of highly 
energetic ions in matter is of great interest in:
1. Basic research: To improve our knowledge of nucleus-nucleus collisions 

(e.g. hadronic shower induced by ions in the atmosphere)
2. Applied physics: in particular in particle therapy for the treatment of tumors 

and in space radiation protection
• Accurate measurements of fragmentation cross sections of light ions interacting 

with elemental and composite targets are crucial to benchmark and improve the 
nuclear interaction models implemented in Monte Carlo (MC) simulation codes.
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• The FIRST (Fragmentation of Ions Relevant for Space and Theraphy) 
experiment at SIS accelerator of GSI measured the fragmentation cross 
sections of a 12C beam on thin targets 

• Collected 5 M events of 12C @ 400 MeV/nucleon impinging on a 0.5 mm 
Gold target

• Differential cross sections measured for fragments emitted in the 
forward region (with polar angle θ wrt the beam axis < 5°)



FIRST detector optimization

• A MC simulation of a 12C beam at 
400 MeV/nucleon on a 8 mm 
carbon target has been developed 
using the FLUKA code, to design 
the detector:
➡ Z > 2 fragments ~ same velocity 

of the 12C ions. Emitted in 
forward direction

➡ Protons & neutrons are the most 
abundant fragments: wide β 
spectrum 0<β<0.6 and wide 
angular distribution

• The dE/dx loss by the fragments 
spans from 2 to 100 m.i.p.

n (Z=0) 
H (Z=1) 
He (Z=2) 
Li (Z=3) 
Be (Z=4) 
B (Z=5) 
C (Z=6) 

n (Z=0) 
H (Z=1) 
He (Z=2) 
Li (Z=3) 
Be (Z=4) 
B (Z=5) 
C (Z=6) 

FLUKA simulation: Energy distribution 

FLUKA simulation: Angular distribution 
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The TPC didn’t work during 
the data acquisition.

The FIRST reconstruction challenge is to match the VTX and the TW 
(~6 m apart) information for the forward fragments (passing through 

the magnet region).

The FIRST apparatus

The KENTROS detector 
(scintillators and fibers for 
ToF, Eloss and tracking 
measurements) has not 
been used in this analysis 
focused on forward emitted 
fragments only (θ < 5°)
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Start Counter (SC): thin scintillator. NC, ToF and trigger
Beam Monitor (BM): drift chamber for beam direction and impact point on target
Vertex Detector (VTX): 4 layers of pixel silicon detectors. Tracks direction (θ < 40°)
ToF Wall (TW): two layers of plastic scintillator (192 vertical slats). X, Y, Z, Eloss and ToF
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The Vertex detector

• High tracking efficiency and vertex 
reconstruction efficiency (~ 99%)

• Excellent tracking resolution < 10 μm 
(x,y) and vertexing resolution < 10 μm 
(x,y) and < 50 μm (z): fundamental 
when extrapolating the fragment 
tracks along ~6 m to the ToF Wall 

• The VTX slow 
integration time (115 µs) 
causes some pile-up 
that was taken into 
account

• The VTX can provide 
also information on 
the fragment charge 
looking at the number  
of fired pixels per 
cluster

4 layers of 
pixel silicon 
detectors

Target

Frag. vertex

Beam
particle
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The ToF-Wall detector
• Two planes of 192 plastic scintillators (slat 

dimension: 1.10 m x 2.5 cm x 1 cm) 
• The resolutions have been estimated (on 

data) by comparing the position, ToF and 
Energy loss values measured for hits in 
the two TW planes that are associated to 
the same incoming fragment

• X & Y hit position resolution: σX ~ 0.7 cm, 
σY ~ 2 – 9 cm

• ToF resolution: 
σToF ~ 800 ps 

• Eloss resolution: 
σE ~ (2–12) MeV

8

3. TW resolution525

The resolutions in the TW reconstructed quantities526

(Eloss, y, ToF) are estimated by comparing the values527

measured for hits in the two planes compatible with528

the same particle. The selection of the hits in di↵erent529

planes, optimized using the full Monte Carlo simulation,530

is based on the geometrical topology of the event and uses531

as input information the hit slat and y positions. The res-532

olutions are used for the tuning of the Monte Carlo signal533

processing.534

The yADC coordinate resolution was also evaluated us-535

ing uncertainty propagation, obtaining similar results.536

The measured resolution, averaged on the whole detector537

for di↵erent slats and y positions, is shown in Fig. 8 (top,538

left) as a function of the energy released in the scintillator539

by the fragment.540

The energy resolution is shown in Fig. 8 (top, right),541

for data and Monte Carlo as a function of the released542

energy. The ToF resolution, shown in Fig. 8 (bottom,543

left), is about 800 ps while the yTDC resolution (bottom,544

right) is 8 cm and is nearly independent of the energy.545
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FIG. 8. Top left: y
ADC

resolution. Top right: energy resolu-547

tion. Bottom left: ToF resolution. Bottom right: y
TDC

reso-548

lution. All the distributions are shown for data (red squares)549

and MC (blue circles) event samples as a function of the re-550

leased energy. A red line, showing a / 1/
p
E

loss

distribution551

is superimposed to the energy resolution distribution.552

F. Trigger and DAQ553

The read-out of the detector electronics is performed554

on an event-by-event basis using the Multi Branch Sys-555

tem (MBS) [24], a general DAQ framework developed at556

GSI. For each trigger, the MBS system handles the read-557

out of the bus controllers hosted in di↵erent crates and558

takes care of the trigger synchronization through signals559

distributed on a common trigger bus. The event frag-560

ments collected from all the individual controllers are561

transmitted during the beam inter-spill period to a host562

PC where the data merging and saving is performed.563

The signals from single detectors are locally pro-564

cessed with NIM electronics to generate trigger primi-565

tives. The final trigger logic is implemented in a FPGA566

programmable VME module (VULOM4 [25]), where the567

local trigger primitives are combined in logic matrices.568

The accepted triggers for di↵erent logical conditions are569

propagated to the read-out electronics via the trigger bus.570

Di↵erent trigger outputs are generated with downscale571

factors or at random times for calibration purposes, while572

the main physical trigger is based only on the signal from573

the SC detector, thus providing an unbiased selection of574

primary beam particles for the data analysis.575

The typical beam rate during the data taking was576

around 1 kHz, with instantaneous fluctuations related577

to the spill structures provided by the SIS. The mean ac-578

quisition rate was 150 Hz due to the dead times of the579

single read-out nodes.580

III. DATA SAMPLE AND MC SIMULATION581

The collected data sample of 400 MeV/nucleon582

12C ions collisions on a thin (500 µm thickness) gold tar-583

get corresponds to 4.5 milion unbiased triggers.584

The simulation of the experiment is based on the gen-585

eral purpose Monte Carlo (MC) code FLUKA [26–28].586

FLUKA includes sophisticated state-of-the-art models587

for non-elastic hadronic interactions and the successive588

de-excitation and radioactive decay of produced frag-589

ments. Two di↵erent MC samples have been produced590

using the FLUKA code. The first one was obtained simu-591

lating the interactions of 400 MeV/nucleon 12C ions with592

a thin gold target and consists of 250 million events. In593

the following we will refer to this sample as the Full Unbi-594

ased Sample. A second sample was produced to compute595

the kinetic energy unfolding matrices and the tracking596

reconstruction e�ciencies: in this sample the di↵erent597

fragments were generated with a flat energy and angular598

spectrum, originating from the target center. Ten million599

events of this kind were generated for each fragment type600

(Z number from one to five, most aboundant isotopes).601

We will refer to this sample in the following as to the Flat602

Biased Sample.603

The detector geometry and materials are modeled in604

a considerable detail, to properly evaluate the interac-605

tions in all the active detectors and the production of606

secondary particles in out-of-target fragmentation pro-607

cesses. The absolute positions of the detectors in the608

experimental area are fixed on the basis of the results of609

the optical survey measurement performed at the end of610
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quisition rate was 150 Hz due to the dead times of the579

single read-out nodes.580
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The collected data sample of 400 MeV/nucleon582

12C ions collisions on a thin (500 µm thickness) gold tar-583

get corresponds to 4.5 milion unbiased triggers.584

The simulation of the experiment is based on the gen-585

eral purpose Monte Carlo (MC) code FLUKA [26–28].586

FLUKA includes sophisticated state-of-the-art models587

for non-elastic hadronic interactions and the successive588

de-excitation and radioactive decay of produced frag-589

ments. Two di↵erent MC samples have been produced590

using the FLUKA code. The first one was obtained simu-591
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the kinetic energy unfolding matrices and the tracking596
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fragments were generated with a flat energy and angular598

spectrum, originating from the target center. Ten million599

events of this kind were generated for each fragment type600

(Z number from one to five, most aboundant isotopes).601

We will refer to this sample in the following as to the Flat602
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σY ~ 2 – 9 cm σToF ~ 800 ps
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The ToF-Wall detector
• Two planes of 192 plastic scintillators (slat 

dimension: 1.10 m x 2.5 cm x 1 cm) 
• The resolutions have been estimated (on 

data) by comparing the position, ToF and 
Energy loss values measured for hits in 
the two TW planes that are associated to 
the same incoming fragment

• X & Y hit position resolution: σX ~ 0.7 cm, 
σY ~ 2 – 9 cm

• ToF resolution: 
σToF ~ 800 ps 

• Eloss resolution: 
σE ~ (2–12) MeV

CHAPTER 3. THE FIRST EXPERIMENT

the distance of each point of the plane from each Bethe-Bloch curve. The distance

is normalized, for each Z hypothesis, to the �
dist

of the distribution obtained from a

Gaussian fit to the distance of each hit to each Bethe-Bloch curve measured in the full

data sample. Furthermore, the µ
dist

from the fit is used to calibrate the normalized

distance distribution (see Fig. 3.16). The same ZID algorithm is implemented for

data and MC samples.
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Figure 3.15: Measured Eloss vs ToF distribution, for all the TW hits reconstructed in

the full data sample. The corresponding Bethe-Bloch curves, fitted on the

data sample, are superimposed in black.

TW e�ciency

When a particle impinges on a TW slat the produced signal, collected by PMTs

and read-out by ADCs and TDC, depends on the Eloss and on the vertical impact

position of the particle (because of the attenuation of the light propagating in the

63

Fragment charge 
identification (ZID) 
is performed using 
an algorithm based 
on detected dE/dX 
in the TW vs Tof 



• Fragments are reconstructed 
using an iterative procedure 
that matches VTX tracks and 
TW hits

• A minimization algorithm 
determines pc/Z and the track 
trajectory L

• Fragment velocity from ToF:

• Fragments mass:

• Mass resolution:

9

A scoring function based on both 
Y and global charge (from VTX and 
TW) is used to rate the 
combinations of VTX / TW tracks 
and to select the best track 
candidate

Global reconstruction strategy

4.1. THE RECONSTRUCTION ALGORITHM

§ 3.1.3). Events where the BM track is not available for the identification of the

right vertex are discarded as well. Only TW hits for which all the TW quantities

Eloss , ToF and y coordinate can be reconstructed and a charge can be assigned are

considered: this is possible only for slat with both ADCs and at least a TDC are

properly working (see § 3.1.5).

For all the preselected events, all the possible combinations of VTX tracks and

TW hits are considered in such a way to produce a list of global tracks candidates:

each VTX track matched with each TW hit can constitute a potential global track.

For each selected global track candidate the charge and the ToF are measured

by the TW, while the track origin position (x, y, z) and direction (✓ and �) before

the magnet are provided by the VTX detector. Each candidate track is propagated

from the target as a straight line towards the magnet, where the track is bended

according to the Lorentz force di↵erential equation in momentum p. A minimization

algorithm, based on an initial momentum guess and on the Runge Kutta method for

solving the Lorentz di↵erential equation and providing the final momentum outside

the magnet, determines the optimal value of pc/Z and the corresponding trajectory

that matches the VTX track before the magnet and the TW x-position after the

magnet. The particle path L can be determined from the trajectory. The particle

momentum is determined multiplying the value of pc/Z from the tracking algorithm

by the measured charge: obviously a bad charge identification produces a wrong

momentum assignment. The particle velocity measurement is given by ToF and

track path:

� =
L

ToF · c (4.1)

The ToF is measured with respect to the reference time provided by the SC. The

expected time needed by the carbon beam to travel from the SC to the target has

been subtracted from the ToF value to determine the particle velocity.

The mass measured in the spectrometer is given by the ToF and momentum mea-

surements:

Mc2 =
pc

� · � (4.2)
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CHAPTER 4. FIRST ANALYSIS

where � is the Lorentz factor. The relative error on M is hence related to the time

and momentum resolutions by the relation:

�M

M
=

s✓
�p

p

◆2

+

✓
�2

�t

t

◆2

(4.3)

where (4.1) and (4.2) have been used in the propagation of uncertainties formula.

The di↵erential cross sections are measured in FIRST as a function of the fragment

production angle (✓) with respect to the beam axis, measured using the tracks

reconstructed by the VTX detector, and of the particle kinetic energy normalized

to the atomic mass A, defined as:

Ekin =
1

A

⇣p
p2c2 +M2c4 �Mc2

⌘
(4.4)

with mass number A = M/m
N

, where m
N

is the atomic mass unit. The advantage

to express the cross sections in terms of this normalized kinetic energy, instead of

total kinetic energy, is to cancel out the dependence on the mass of the di↵erent

isotopes. In the following, “kinetic energy”, Ekin, will always stands for the normal-

ized kinetic energy. All the reconstructed kinematic variables are corrected for the

expected energy loss of the primary 12C particle in the target. Since the depth of

fragmentation point inside the target is not known, the correction is done assuming

the mean energy loss in half of the target thickness.

4.1.2 Improving the ZID algorithm with VTX cluster size

From the previous paragraph follows that a wrong charge assignment due to the

ZID algorithm from TW corresponds to a wrong momentum and mass assignment.

An help to the charge identification can be provided by the VTX detector. The

energy deposited by a ionizing particle impinging a M26 sensor produces charge

carriers that are collected by a number of adjacent pixels: each particle produces

then a cluster of fired adjacent pixels, with cluster size correlated to the energy and

charge of the impinging particle. This property is used in FIRST to complement

the charge measurement provided by the TW detector, described in § 3.1.5.

77



• A detailed MC simulation of a 12C beam @ 400 MeV/nucleon impinging on a 
0.5 mm gold target, has been developed with FLUKA for the evaluation of the 
efficiencies, the resolutions and the background PDF modeling / cross feed 
subtraction

• The comparison of Eloss, ToF and Y coordinates measured from the TW 
detector for DATA and MC events has been obtained for events in which a 
fragmentation occurred (number of tracks associated to a reconstructed vertex 
greater than 1)
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, from a global track MC sample selected requiring only
correctly paired VTX tracks and TW hits.

are additionally required to point inside the geometrical856

acceptance of the ALADIN magnet (whose num When857

pairing VTX tracks ber is nPROD), a check is performed858

to look for a reconstructed global track that is built using859

the true TW hit and VTX hits belonging to the true860

MC tracks under study ( whose number is nREC). The861

e�ciency is hence defined as "trk = nREC/nPROD and it is862

shown in Fig. 17 as a function of the measured angle ✓ for863

di↵erent isotopes. The uncertainties shown are statistical864

only.865

The drop observed around 5� is due to the geometri-866

cal acceptance of the ALADIN magnet entrance window.867

The e�ciency as a function of Ekin/nucleon is nearly flat868

in the full energy range, with a significant drop only in869

the very first bin (below 200 MeV/nucleon).870

The tracking e�ciency computed using the Full Unbi-871

ased MC sample has been used as a cross check in the872

analysis, in order to quote a systematic uncertainty as873

explained in § VI.874

D. Combinatorial background evaluation875

When pairing VTX tracks and TW hits, as described876

in § IVB, one has to account for wrong matches or match-877

ing between background hits and/or fake tracks forming878

a random combination that is selected by the scoring al-879

gorithm. Such fragments are defined as a residual “com-880

binatorial background”, since they represent the result881

of a reconstruction that, after having applied the scor-882

ing algorithm, artificially combines tracks and hits not883

belonging to a true, common fragment.884
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FIG. 18. Combinatorial background candidates invariant
mass distribution in the full MC sample. The plot on the left
shows the mass distribution for Be candidates with 0.4o < ✓ <
0.8o while on the right the distribution for Li candidates with
kinetic energy in the 350-380 MeV/nucleon range is shown.

The mass spectra of such candidates have to be deter-885

mined and properly taken into account when measuring886

the fragment production yields. Fig. 18 shows, for the887

full MC sample, the mass spectra for Be candidates with888

0.4o < ✓ < 0.8o (left) and for Li candidates with ki-889

netic energy in the 350-380 MeV/nucleon range (right).890

Combinatorial background candidates were selected by891

requiring, at MC truth level, that the VTX tracks and892

the TW hits used to build the track are belonging to two893

di↵erent particles.894

In Fig. 18, the probability density function (PDF) used895

to model the combinatorial background in the unbinned896

likelihood fits is shown, as a blue curve, superimposed to897

the reconstructed mass spectra (black dots). The PDF898

is built from the MC spectra using the one dimensional899

kernel estimation method [30] (RooKeysPdf) provided by900

the RooFit package [31].901

The uncertainties related to the modeling of the com-902

12

quantities used to display the single di↵erential cross sec-801

tions (SDCS) spectra are respectively the fragment nor-802

malized kinetic energy (Ekin/nucleon), computed as the803

total fragment kinetic energy divided by the mass num-804

ber, and the fragment production angle (✓) with respect805

to the ion incoming direction, measured using the tracks806

reconstructed by the BM and VTX detector.807

C. Tracking algorithm performances808

The global reconstruction algorithms have been bench-809

marked against the full MC simulation (see § III). The810

angular and kinetic energy resolutions have been esti-811

mated in order to evaluate possible biases introduced by812

the reconstruction and to optimize the binning adopted813

for the SDCS measurement. The tracking e�ciency and814

the background characterization have been studied using815

the full MC simulation as well.816

1. Angular resolution817

The angular resolution has been evaluated using global818

tracks from the full MC sample and it has been deter-819

mined comparing the true fragment direction at the tar-820

get exit point with the one reconstructed by the FIRST821

tracking algorithm. The resolution is found to be stable822

against the track angle, as shown in Fig. 14 with mean823

values that are in the range 0.06� (for helium ions up824

to borons) to 0.08� (for protons). Such numbers are en-825

tirely dominated by the intrinsic resolution of the VTX826

detector.827

When comparing the reconstructed fragment direction828

with the generated value, computed inside the target,829

the resolution value is instead in the 0.1–0.15� range,830

being completely dominated by the multiple scattering831

and depending on the fragment charge and energy.832

2. Normalized kinetic energy resolution833

The kinetic energy resolution (�Ekin) has been evalu-834

ated using global tracks from the full MC sample. In835

the �Ekin distribution two main event categories can be836

identified: the events in which the tracks are built using837

the correct combinations of VTX track and TW hits and838

the events in which the VTX and TW candidates were839

not correctly paired. The reconstrution biases, as well as840

the resolutions, measured for the two categories are sig-841

nificantly di↵erent, as shown in Fig. 15 for H fragments.842

The reconstruction e�ciency and resolutions are es-843

timated using the correctly paired tracks, while the844

wrongly paired combinations are used to model the com-845

binatorial background as discussed in § IVD.846

Fig. 16 shows the Ekin/nucleon resolution as a function847

of the measured normalized kinetic energy. The mass848

resolution, for the di↵erent fragment ZID, varies in the849
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0.05–0.2 (GeV/c2) range for H fragments, increasing up850

to 0.3–0.5 (GeV/c2) for carbon ions.851

3. Reconstruction e�ciency852

The reconstruction e�ciency has been evaluated using853

the Flat Biased MC simulation sample (see § III). For854

charged fragments emerging from the target region, that855

11

σ(θ) σ(Ekin)

• The global reconstruction algorithm has been benchmarked against the 
MC simulation

• Angular and kinetic energy resolutions have been measured to evaluate 
possible bias introduced by the reconstruction algorithm and to optimize the 
binning choice for differential cross section measurements

FIRST performances: resolution

• The Ekin resolution 
increases as a 
function of 
fragment Ekin as 
expected

• We need to unfold 
the spectrum (Used 
the RooUnfold Tool 
with Bayesian 
approach)
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, from a global track MC sample selected requiring only
correctly paired VTX tracks and TW hits.

are additionally required to point inside the geometrical856

acceptance of the ALADIN magnet (whose num When857

pairing VTX tracks ber is nPROD), a check is performed858

to look for a reconstructed global track that is built using859

the true TW hit and VTX hits belonging to the true860

MC tracks under study ( whose number is nREC). The861

e�ciency is hence defined as "trk = nREC/nPROD and it is862

shown in Fig. 17 as a function of the measured angle ✓ for863

di↵erent isotopes. The uncertainties shown are statistical864

only.865

The drop observed around 5� is due to the geometri-866

cal acceptance of the ALADIN magnet entrance window.867

The e�ciency as a function of Ekin/nucleon is nearly flat868

in the full energy range, with a significant drop only in869

the very first bin (below 200 MeV/nucleon).870

The tracking e�ciency computed using the Full Unbi-871

ased MC sample has been used as a cross check in the872

analysis, in order to quote a systematic uncertainty as873

explained in § VI.874

D. Combinatorial background evaluation875

When pairing VTX tracks and TW hits, as described876

in § IVB, one has to account for wrong matches or match-877

ing between background hits and/or fake tracks forming878

a random combination that is selected by the scoring al-879

gorithm. Such fragments are defined as a residual “com-880

binatorial background”, since they represent the result881

of a reconstruction that, after having applied the scor-882

ing algorithm, artificially combines tracks and hits not883

belonging to a true, common fragment.884
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FIG. 18. Combinatorial background candidates invariant
mass distribution in the full MC sample. The plot on the left
shows the mass distribution for Be candidates with 0.4o < ✓ <
0.8o while on the right the distribution for Li candidates with
kinetic energy in the 350-380 MeV/nucleon range is shown.

The mass spectra of such candidates have to be deter-885

mined and properly taken into account when measuring886

the fragment production yields. Fig. 18 shows, for the887

full MC sample, the mass spectra for Be candidates with888

0.4o < ✓ < 0.8o (left) and for Li candidates with ki-889

netic energy in the 350-380 MeV/nucleon range (right).890

Combinatorial background candidates were selected by891

requiring, at MC truth level, that the VTX tracks and892

the TW hits used to build the track are belonging to two893

di↵erent particles.894

In Fig. 18, the probability density function (PDF) used895

to model the combinatorial background in the unbinned896

likelihood fits is shown, as a blue curve, superimposed to897

the reconstructed mass spectra (black dots). The PDF898

is built from the MC spectra using the one dimensional899

kernel estimation method [30] (RooKeysPdf) provided by900

the RooFit package [31].901

The uncertainties related to the modeling of the com-902

• Tracking efficiencies are evaluated using a MC simulation for each 
fragment produced in the interaction of the 12C beam with the gold target

12

FIRST performances: efficiencies

εtrk = nREC / nPROD 

• nPROD: fragments emerging from 
the target in the magnet 
acceptance 

• nREC: reconstructed tracks built 
using the true VTX and TW hits 
belonging to the true MC tracks 
under study 

ε t
rk

(θ
)
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• Differential cross section, with respect to kinetic energy and angle, for the    
i-th isotope ZAX with charge Z and mass number A

13

• NTG : number of atoms in the target per unit surface (ρ × d × NA / A)

• NC : number of total 12C impinging on the target from Start Counter
• εtrk(θ) / εtrk(Ekin): tracking reconstruction efficiency per angular/energy bin 

for each isotope (as defined in previous slide)
• Yi(θ) / Yi(Ekin): fragment yields for a given isotope ZAX in an angular / 

energy bin ΔΩ / ΔEkin, measured from mass fits

Cross Section Measurements
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• The reconstructed mass spectra are 
fitted, for each charge and angular 
(energy) bin ΔΩ (ΔE) to measure the 
fragment yield Yi for each isotope ZAX

• The Yi yield are measured using an 
unbinned extended maximum likelihood 
fit: we get the yields of signal and 
background with uncertainties

• Signal (for each isotope) is modeled 
with Gaussian signal PDF

• Background PDFs are taking into 
account the combinatorial background

• In the MC study, a fragment is 
marked as combinatorial background 
candidate whenever a track from VTX 
is paired with a hit from TW that does 
not belong to the SAME fragment.

14

Fragment yields measurements
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• Cross feed: global tracks, properly 
matched, that have a wrong charge 
ID

• Not all the isotopes are contributing (in 
fact we have max 2 isotopes in a given 
fit that have to be considered, and 
usually we have JUST 1 isotope under 
a given mass peak)

• In the plot the reconstructed mass for 
Lithium in an energy bin is shown:

In red is the combinatorial background
The signal are 6Li, 7Li and 8Li
The crossfeed correction accounts for 
the 4He contamination under the 6Li 
peak.

Cross feed background



• Left: Angular elemental cross sections.
• Right: Energy elemental cross sections unfolded to take into account the 

detector resolution

16

Fragmentation cross sections
16
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FIG. 21. SDCS of di↵erent charge (Z) fragment production,
as a function of the fragment angle with respect to the ion
incoming direction, measured using Eq. 1. The total uncer-
tainty (stat. and syst. added in quadrature) is shown.

shown respectively in Figs. 21 and 22. The uncertainty1058

shown in the plot is the total uncertainty and accounts1059

also for the systematic contribution, evaluated as de-1060

scribed in § VI. The Ekin results are shown for fragments1061

in the ALADIN acceptance (. 6�).1062

The histograms for each atomic number have been ob-1063

tained by summing up all the non negligible contribu-1064

tions from di↵erent isotopes that have the same ZID. A1065

full set of tables and plots for all the detected isotopes is1066

provided in the appendix: the cross sections are reported1067

in detail in Tabs. I, II, III and IV and shown in Figs. 241068

and 25.1069

VI. SYSTEMATIC CHECKS1070

Several systematic checks have been performed in or-1071

der to assess the impact of the detector resolution and1072

discrepancies between data and MC on the SDCS mea-1073

surements. The analysis has been repeated several1074

times, changing the recontruction algorithms, MC sam-1075

ples, measurement strategies: the systematic uncertainty1076

relative to each measurement has been assigned by assess-1077

ing the spread of the results (semidispersion).1078

In the following we will refer to the result obtained by1079

following the prescriptions and strategies outlined in the1080

previous sections as the Default result.1081

An important contribution to the systematic uncer-1082

tainty quoted for the production cross section of H frag-1083

ments comes from the modeling of the TW hit detection1084

e�ciencies. In the TW detector, designed to have a wide1085

dynamic range to detect heavy Z fragments, the H frag-1086
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FIG. 22. SDCS of di↵erent charge (Z) fragment production,
as a function of the fragment normalized kinetic energy, mea-
sured using Eq. 1 for fragments within the ALADIN angular
acceptance (. 6�). The total uncertainty (stat. and syst.
added in quadrature) is shown.

ment signals are close to the minimum threshold needed1087

to have a signal in the CFDs. For this reason, the events1088

in which only one TDC gives a signal when a slat is hit are1089

used to improve the e�ciency for low charge fragments.1090

To evaluate the impact of the threshold modeling in1091

our MC simulation the analysis has been repeated re-1092

jecting the events in which only one TDC per slat gave a1093

signal: the change with respect to the Default is a mea-1094

surement of the goodness of the MC simulation of our1095

thresholds and the relative hit reconstruction e�ciency.1096

The di↵erence observed is, as expected, significant only1097

for H fragments and is shown, in red full topside down1098

triangles in Fig. 23 (SCC spectrum).1099

The analysis has also been redone by changing both the1100

scoring function, using di↵erent weights, and disabling1101

the TW hits clustering algorithm. The results for 2H1102

fragments are shown in Fig. 23 (Cls/Sco spectra).1103

The VTX tracking robustness and the matching of BM1104

and VTX information has been checked by changing the1105

reconstruction algorithms and relaxing the requirement1106

of having a BM matched track: the results are shown in1107

Fig. 23 as BM mat values. The observed variations, in1108

most bins, are within the statistical uncertainty.1109

To evaluate the impact on the limited precision of the1110

TW position with respect to the general FIRST reference1111

frame, the TW position in the reconstruction algorithm1112

was changed of ±1 cm, corresponding to the resolution1113

of the survey performed after the data taking. The result1114

is shown in Fig. 23, labeled as TW pos+(-).1115

The di↵erences in the mass spectra between data and1116

MC have to be taken into account in the Yraw
i measure-1117

Total errors Total errors
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FIG. 23. E↵ect of systematic checks on the production cross
sections of 2H fragments. The production cross sections ob-
tained changing the analysis strategy, algorithm and cuts are
shown. The details on the di↵erent spectra labels are de-
scribed in the text.

ment, to avoid any bias in the fit result. The mass fit1118

study has been repeated after changing the RooKeysPdf1119

smoothing parameter (⇢) in order to test di↵erent de-1120

scriptions of the peaking components in the observed1121

mass distributions. The obtained result is, for most bins,1122

well within the statistical uncertainty, as shown in Fig. 231123

(spectrum labeled Bkg model).1124

It has also to be noted that the di↵erent analyses1125

strategies used for the evaluation of the systematic un-1126

certainty explored several combinatorial background con-1127

ditions (modified shapes and di↵erent background con-1128

tamination): the final systematic uncertainty therefore1129

covers also the background contamination subtraction in1130

di↵erent background conditions.1131

The systematic checks include the evaluation of the1132

MC simulation impact on the estimate of the cross feed1133

correction that is used to correct the Yraw
i yields de-1134

scribed in § IVE. The data/MC di↵erence rescaling1135

used for the evaluation of the correction factors has been1136

switched o↵ in order to evaluate the maximum impact of1137

this rescaling (spectrum labeled Xfeed in Fig. 23).1138

Finally, the di↵erences in the tracking reconstruction1139

e�ciency computed as described in § IVC3 with the Full1140

Unbiased MC sample have been taken into account when1141

producing the spectrum labeled E↵ in Fig. 23.1142

VII. CONCLUSIONS1143

The FIRST experiment performed a measurement of1144

fragment production SDCS as a function of produc-1145

tion angles and kinetic energies, studying a data sam-1146

ple of 4.5 million collisions of 12C ions impinging on a1147

thin (0.5 mm) gold target. The measurement experi-1148

mental configuration, as well as the 12C ion energy of1149

400 MeV/nucleon, allowed to provide results that are1150

particularly interesting for space applications.1151

The result presented here are achieving an unprece-1152

dented precision on the single di↵erential cross sections1153

of carbon ions on a thin gold target.1154

This experimental input is higly valuable as it sets a1155

reference point that will help the benchmarking of MC1156

simulation softwares currently used for nuclear fragmen-1157

tation studies for which an high precision is required and1158

whose implications range from the Space Radiation to1159

Charged Particle Therapy applications.1160
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• The systematic uncertainties have been evaluated changing the reconstruction algorithms 
(local and global), the calibration and geometrical parameters, the corrections and the 
background subtraction procedure

• The systematic uncertainty has been computed as spread of the different results with 
respect to the “default” one

17

Systematic uncertainties

2H energy 
cross section
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FIG. 23. E↵ect of systematic checks on the production cross
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tained changing the analysis strategy, algorithm and cuts are
shown. The details on the di↵erent spectra labels are de-
scribed in the text.
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study has been repeated after changing the RooKeysPdf1119

smoothing parameter (⇢) in order to test di↵erent de-1120

scriptions of the peaking components in the observed1121

mass distributions. The obtained result is, for most bins,1122

well within the statistical uncertainty, as shown in Fig. 231123

(spectrum labeled Bkg model).1124

It has also to be noted that the di↵erent analyses1125

strategies used for the evaluation of the systematic un-1126

certainty explored several combinatorial background con-1127

ditions (modified shapes and di↵erent background con-1128

tamination): the final systematic uncertainty therefore1129

covers also the background contamination subtraction in1130

di↵erent background conditions.1131

The systematic checks include the evaluation of the1132

MC simulation impact on the estimate of the cross feed1133

correction that is used to correct the Yraw
i yields de-1134

scribed in § IVE. The data/MC di↵erence rescaling1135

used for the evaluation of the correction factors has been1136

switched o↵ in order to evaluate the maximum impact of1137

this rescaling (spectrum labeled Xfeed in Fig. 23).1138

Finally, the di↵erences in the tracking reconstruction1139

e�ciency computed as described in § IVC3 with the Full1140

Unbiased MC sample have been taken into account when1141

producing the spectrum labeled E↵ in Fig. 23.1142

VII. CONCLUSIONS1143

The FIRST experiment performed a measurement of1144

fragment production SDCS as a function of produc-1145

tion angles and kinetic energies, studying a data sam-1146

ple of 4.5 million collisions of 12C ions impinging on a1147

thin (0.5 mm) gold target. The measurement experi-1148

mental configuration, as well as the 12C ion energy of1149

400 MeV/nucleon, allowed to provide results that are1150

particularly interesting for space applications.1151

The result presented here are achieving an unprece-1152

dented precision on the single di↵erential cross sections1153

of carbon ions on a thin gold target.1154

This experimental input is higly valuable as it sets a1155

reference point that will help the benchmarking of MC1156

simulation softwares currently used for nuclear fragmen-1157

tation studies for which an high precision is required and1158

whose implications range from the Space Radiation to1159

Charged Particle Therapy applications.1160
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Comparison with Ganil results

• It is possible to compare FIRST results with a recent experiment at Ganil that measured 
the fragmentation of a 12C beam @ 95 MeV/nucleon (different energy!) on different thin 
targets (the heavier one is the Titanium: Z = 22)

• Ganil results can be used to check the order of magnitude of the cross section at 5° (the 
only experimental point in common between the two experiment)

• e.g. for H ions at θ=5°: (dσ/dΩ)FIRST = (18± 3) b sr-1 and (dσ/dΩ)GANIL (H - Ti) ≈ (1 - 9) b sr-116
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FIG. 21. SDCS of di↵erent charge (Z) fragment production,
as a function of the fragment angle with respect to the ion
incoming direction, measured using Eq. 1. The total uncer-
tainty (stat. and syst. added in quadrature) is shown.

shown respectively in Figs. 21 and 22. The uncertainty1058

shown in the plot is the total uncertainty and accounts1059

also for the systematic contribution, evaluated as de-1060

scribed in § VI. The Ekin results are shown for fragments1061

in the ALADIN acceptance (. 6�).1062

The histograms for each atomic number have been ob-1063

tained by summing up all the non negligible contribu-1064

tions from di↵erent isotopes that have the same ZID. A1065

full set of tables and plots for all the detected isotopes is1066

provided in the appendix: the cross sections are reported1067

in detail in Tabs. I, II, III and IV and shown in Figs. 241068

and 25.1069

VI. SYSTEMATIC CHECKS1070

Several systematic checks have been performed in or-1071

der to assess the impact of the detector resolution and1072

discrepancies between data and MC on the SDCS mea-1073

surements. The analysis has been repeated several1074

times, changing the recontruction algorithms, MC sam-1075

ples, measurement strategies: the systematic uncertainty1076

relative to each measurement has been assigned by assess-1077

ing the spread of the results (semidispersion).1078

In the following we will refer to the result obtained by1079

following the prescriptions and strategies outlined in the1080

previous sections as the Default result.1081

An important contribution to the systematic uncer-1082

tainty quoted for the production cross section of H frag-1083

ments comes from the modeling of the TW hit detection1084

e�ciencies. In the TW detector, designed to have a wide1085

dynamic range to detect heavy Z fragments, the H frag-1086
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FIG. 22. SDCS of di↵erent charge (Z) fragment production,
as a function of the fragment normalized kinetic energy, mea-
sured using Eq. 1 for fragments within the ALADIN angular
acceptance (. 6�). The total uncertainty (stat. and syst.
added in quadrature) is shown.

ment signals are close to the minimum threshold needed1087

to have a signal in the CFDs. For this reason, the events1088

in which only one TDC gives a signal when a slat is hit are1089

used to improve the e�ciency for low charge fragments.1090

To evaluate the impact of the threshold modeling in1091

our MC simulation the analysis has been repeated re-1092

jecting the events in which only one TDC per slat gave a1093

signal: the change with respect to the Default is a mea-1094

surement of the goodness of the MC simulation of our1095

thresholds and the relative hit reconstruction e�ciency.1096

The di↵erence observed is, as expected, significant only1097

for H fragments and is shown, in red full topside down1098

triangles in Fig. 23 (SCC spectrum).1099

The analysis has also been redone by changing both the1100

scoring function, using di↵erent weights, and disabling1101

the TW hits clustering algorithm. The results for 2H1102

fragments are shown in Fig. 23 (Cls/Sco spectra).1103

The VTX tracking robustness and the matching of BM1104

and VTX information has been checked by changing the1105

reconstruction algorithms and relaxing the requirement1106

of having a BM matched track: the results are shown in1107

Fig. 23 as BM mat values. The observed variations, in1108

most bins, are within the statistical uncertainty.1109

To evaluate the impact on the limited precision of the1110

TW position with respect to the general FIRST reference1111

frame, the TW position in the reconstruction algorithm1112

was changed of ±1 cm, corresponding to the resolution1113

of the survey performed after the data taking. The result1114

is shown in Fig. 23, labeled as TW pos+(-).1115

The di↵erences in the mass spectra between data and1116

MC have to be taken into account in the Yraw
i measure-1117
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FIG. 8. (Color online) Angular distributions for the most produced fragments of each Z and each elemental targets.

by estimating them with simulations done with more realistic
nuclear models (cf. Sec. III).

Figure 8 presents the angular differential cross sections of
several isotopes (the most produced of each Z) obtained for
the different elemental targets: H, C, O, Al, and natTi.

2. Production cross sections per isotope

The angular distributions are in a first approximation
well described by a gaussian distribution at forward angles
corresponding to fragments emitted by the quasiprojectile. For

larger angles, the data are better reproduced by an exponential
distribution corresponding to a midrapidity emission. The
need for this second component has been observed before
by Golovkov and Matsufuji [7,26]. The angular distribution
cross sections obtained for all isotopes have been fitted
by a function resulting of the sum of a gaussian and an
exponential function. The resulting function is described as
follows:

dσ

d"
= a × exp

(
− (θ − b)2

2 · c2

)
+ d × exp(e × |θ |), (4)

024606-7

FIRST
Ganil



• FIRST measured the differential cross section of 12C @ 400 MeV/nucleon 
on a thin gold target for all the detected fragments with 1< Z < 5, emitted 
in the angular acceptance of the magnet (θ < 5°)
➡ Most precise C+Au fragmentation cross section measurement so far!
➡ Measured both the elemental and the isotopic cross sections
➡ The results have been cross checked with the Ganil results for the 

fragmentation of a 12C beam @ 95 MeV/nucleon on different target
➡ A Paper has been submitted to PRC

• The obtained CS results will be used for the benchmarking of nuclear models 
implemented in MC codes (Fluka, Geant, …)
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Conclusions
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Angular isotopic cross sections
19
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FIG. 24. SDCS of di↵erent charge (Z) fragment production, as a function of the fragment angle with respect to the beam axis,
computed using Eq. 1. The results for each isotope are shown separately, together with their sum (in black squares). 9Be and
10Be are shown together as measured by the mass fit and explained in § V. The total uncertainty (stat. and syst. added in
quadrature) is shown.
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FIG. 24. SDCS of di↵erent charge (Z) fragment production, as a function of the fragment angle with respect to the beam axis,
computed using Eq. 1. The results for each isotope are shown separately, together with their sum (in black squares). 9Be and
10Be are shown together as measured by the mass fit and explained in § V. The total uncertainty (stat. and syst. added in
quadrature) is shown.
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Energy isotopic cross sections
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FIG. 25. SDCS of di↵erent charge (Z) fragment production, as a function of the fragment normalized kinetic energy, computed
using Eq. 1 for fragments within the ALADIN angular acceptance (. 6�). The results for each isotope are shown separately,
together with their sum (in black squares). 9Be and 10Be are shown together as measured by the mass fit and explained in § V.
The total uncertainty (stat. and syst. added in quadrature) is shown.
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FIG. 25. SDCS of di↵erent charge (Z) fragment production, as a function of the fragment normalized kinetic energy, computed
using Eq. 1 for fragments within the ALADIN angular acceptance (. 6�). The results for each isotope are shown separately,
together with their sum (in black squares). 9Be and 10Be are shown together as measured by the mass fit and explained in § V.
The total uncertainty (stat. and syst. added in quadrature) is shown.



• FIRST measurement: 𝛂 particle 
production @ 5° is (14 ± 3) b sr-1

• Compared this result with data from:
➡ Ganil [12C on different targets 

@95 MeV/nucleon]: check last 
bin from FIRST against first bin 
from Ganil (on Ti) to check for 
correct order of magnitude 
(saturation is observed from C to 
Ti targets around 15 - 20 b sr-1)

➡ Harold [12C on Au, @10 MeV/
nucleon]: check extrapolation 
from large angles (> 10°) to 
verify order of magnitude       
[dσ/dΩ(θ=10°) ≈ 1 b sr-1]
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Ganil (2014)

12C @ 10 MeV/
nucleon

α particles

Harold (1961)

Comparison with other results
α particles



• For fragments with high Z it is more difficult to properly model/fit the observed 
distributions: results are affected by a larger statistical uncertainty BUT are 
also more dependent on the choice of fit range and allowed parameters 
range [leading to a larger systematic uncertainty].
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Z = 5 
(1.2<𝜗<1.6) °
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Mass fits tuning



• In the MC study, a fragment is marked as combinatorial background 
candidate whenever a track from VTX is paired with a hit from TW that 
does not belong to the SAME fragment.

• The combinatorial background has to be taken into account and subtracted 
from the fully reconstructed track sample:
➡ Taking the shape from MC,

25

➡ Fitting the normalization of 
combinatorial background directly on 
data, using the mass distribution 

• The combinatorial background PDFs to be 
used in the mass fits are obtained,  for each 
charge and for each angular/energy bin, from 
a MC sample in which all the WRONG 
combinations are selected at MC truth level.

• The background PDF component has been 
modeled using a kernel estimation algorithm 
(Cranmer KS. Computer Physics 
Communications 136:198-207,2001)

Combinatorial background
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Combinatorial background
• The reconstruction algorithm computes the rigidity R = pc/Z
• The rigidity is proportional to the radius of curvature r in the magnetic field B (r ~ R/B)
• The momentum measurement, and so the mass, is fixed by the charge assignment: pc = R · Z
• In the example:

➡ The “true” Helium (at VTX) is matched with the Lithium hit (at TW) and so, Z =3 (from TW alg) and 
its rec mass is: M ~ 6 GeV/c2 (that is the Lithium mass ~ 2* Z), beeing the two rigidity about the 
same. So the combinatorial background in the Lithium bins will show a peak at ~ 6 GeV/c2 

TG

VTX


