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Past Colliders

Name Type Ecm 
(GeV)

Lint 
(pb-1)

Years of 
Operatio

n
Detectors Location

LEP-1 e+e- 91.2 
(Mz) ~200 1989-95

ALEPH, 
L3,DELPHI, 

OPAL
CERN

LEP-2 e+e- 161-209 ~600 1996- 
2000

ALEPH, 
L3,DELPHI, 

OPAL
CERN

SLC e+e- 
(polarized) 91.2 20 1992-98 SLD SLAC

HERA e-p, e+p 320 500 1992- 
2007

ZEUS, 
H1

DESY 
(Germany)



Past and Present
Name Type Ecm 

(TeV)
Lint 

(fb-1)
Years of 

Operation Detectors Location

TeVatron 
Run 1 p pbar 1.8 0.16 1987-96 CDF, D0 FNAL

TeVatron 
Run 2 p pbar 1.96 10 2001-11 CDF, D0 FNAL

LHC 
Run 1.1 p p 7 5 2010-11

ATLAS, 
CMS, 
LHC-b

CERN

LHC 
Run 1.2 p p 8 20 2012-13

ATLAS, 
CMS, 
LHC-b

CERN

LHC 
Run 2 p p 13 150 

(planned) 2015-18
ATLAS, 
CMS, 
LHC-b

CERN



Name Type Ecm 
(TeV)

Lint 
(fb-1)

Years of 
Operation Detectors Location

LHC Run 
3 p p 14 300? 2020-22 ATLAS, 

CMS CERN

HL-LHC p p 14 3,000? 2025-35 ATLAS, 
CMS CERN

ILC e+ e- 0.25-0.5 6,000? 20X - 
20X+20 ??? Japan?

Circular 
Higgs 

Factory
e+ e- 0.25 10,000? 20X- 

20X+Y ??? CERN? 
China?

100 TeV!
Monster

tron
p p 100 ??? 2100? ??? CERN? 

China?

Future Colliders



Parton Distribution Functions
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MSTW 2008 NLO PDFs (68% C.L.)

Figure 1: MSTW 2008 NLO PDFs at Q2 = 10 GeV2 and Q2 = 104 GeV2.

with broader grid coverage in x and Q2 than in previous sets.
In this paper we present the new MSTW 2008 PDFs at LO, NLO and NNLO. These sets are

a major update to the currently available MRST 2001 LO [15], MRST 2004 NLO [18] and MRST
2006 NNLO [21] PDFs. The “end products” of the present paper are grids and interpolation
code for the PDFs, which can be found at Ref. [27]. An example is given in Fig. 1, which
shows the NLO PDFs at scales of Q2 = 10 GeV2 and Q2 = 104 GeV2, including the associated
one-sigma (68%) confidence level (C.L.) uncertainty bands.

The contents of this paper are as follows. The new experimental information is summarised in
Section 2. An overview of the theoretical framework is presented in Section 3 and the treatment
of heavy flavours is explained in Section 4. In Section 5 we present the results of the global fits and
in Section 6 we explain the improvements made in the error propagation of the experimental data
to the PDF uncertainties, and their consequences. Then we present a more detailed discussion of
the description of different data sets included in the global fit: inclusive DIS structure functions
(Section 7), dimuon cross sections from neutrino–nucleon scattering (Section 8), heavy flavour
DIS structure functions (Section 9), low-energy Drell–Yan production (Section 10), W and Z
production at the Tevatron (Section 11), and inclusive jet production at the Tevatron and
at HERA (Section 12). In Section 13 we discuss the low-x gluon and the description of the
longitudinal structure function, in Section 14 we compare our PDFs with other recent sets,
and in Section 15 we present predictions for W and Z total cross sections at the Tevatron and
LHC. Finally, we conclude in Section 16. Throughout the text we will highlight the numerous
refinements and improvements made to the previous MRST analyses.
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Lesson: All PDFs (including valence) drop fast with x



3 Overview of theoretical framework

In this section we first give a brief overview of the standard theoretical formalism used, and then
present a summary of the theoretical improvements and changes in methodology in the global
analysis. A more detailed discussion of the various items is given later in separate sections.

We work within the standard framework of leading-twist fixed-order collinear factorisation
in the MS scheme, where structure functions in DIS, Fi(x, Q2), can be written as a convolution
of coefficient functions, Ci,a, with PDFs of flavour a in a hadron of type A, fa/A(x, Q2), i.e.

Fi(x, Q2) =
∑

a=q,g

Ci,a ⊗ fa/A(x, Q2). (2)

Similarly, in hadron–hadron collisions, hadronic cross sections can be written as process-dependent
partonic cross sections convoluted with the same universal PDFs, i.e.

σAB =
∑

a,b=q,g

σ̂ab ⊗ fa/A(x1, Q
2) ⊗ fb/B(x2, Q

2). (3)

The scale dependence of the PDFs is given by the DGLAP evolution equation in terms of
the calculable splitting functions, Paa′ , i.e.

∂fa/A

∂ ln Q2
=

∑

a′=q,g

Paa′ ⊗ fa′/A. (4)

The DIS coefficient functions, Ci,a, the partonic cross sections, σ̂ab, and the splitting functions,
Paa′ , can each be expanded as perturbative series in the running strong coupling, αS(Q2). The
strong coupling satisfies the renormalisation group equation, which up to NNLO reads

d

d ln Q2

(αS

4π

)

= −β0

(αS

4π

)2
− β1

(αS

4π

)3
− β2

(αS

4π

)4
− . . . . (5)

The input for the evolution equations, (4) and (5), fa/A(x, Q2
0) and αS(Q2

0), at a reference
input scale, taken to be Q2

0 = 1 GeV2, must be determined from a global analysis of data. In
the present study we use a slightly extended form, compared to previous MRST fits, of the
parameterisation of the parton distributions at the input scale Q2

0 = 1 GeV2:

xuv(x, Q2
0) = Au xη1(1 − x)η2(1 + ϵu

√
x + γu x), (6)

xdv(x, Q2
0) = Ad xη3(1 − x)η4(1 + ϵd

√
x + γd x), (7)

xS(x, Q2
0) = AS xδS(1 − x)ηS(1 + ϵS

√
x + γS x), (8)

x∆(x, Q2
0) = A∆ xη∆(1 − x)ηS+2(1 + γ∆ x + δ∆ x2), (9)

xg(x, Q2
0) = Ag xδg (1 − x)ηg(1 + ϵg

√
x + γg x) + Ag′ x

δg′ (1 − x)ηg′ , (10)

x(s + s̄)(x, Q2
0) = A+ xδS (1 − x)η+(1 + ϵS

√
x + γS x), (11)

x(s − s̄)(x, Q2
0) = A− xδ−(1 − x)η−(1 − x/x0), (12)

9
Parameter LO NLO NNLO
αS(Q2

0) 0.68183 0.49128 0.45077
αS(M2

Z) 0.13939 0.12018 0.11707
Au 1.4335 0.25871 0.22250
η1 0.45232 +0.022

−0.018 0.29065 +0.019
−0.013 0.27871 +0.018

−0.014

η2 3.0409 +0.079
−0.067 3.2432 +0.062

−0.039 3.3627 +0.061
−0.044

ϵu −2.3737 +0.54
−0.48 4.0603 +1.6

−2.3 4.4343 +2.4
−2.7

γu 8.9924 30.687 38.599
Ad 5.0903 12.288 17.938
η3 0.71978 +0.057

−0.082 0.96809 +0.11
−0.11 1.0839 +0.12

−0.11

η4 − η2 2.0835 +0.32
−0.45 2.7003 +0.50

−0.52 2.7865 +0.50
−0.44

ϵd −4.3654 +0.28
−0.22 −3.8911 +0.31

−0.29 −3.6387 +0.27
−0.28

γd 7.4730 6.0542 5.2577
AS 0.59964 +0.036

−0.030 0.31620 +0.030
−0.021 0.64942 +0.047

−0.041

δS −0.16276 −0.21515 −0.11912
ηS 8.8801 +0.33

−0.33 9.2726 +0.23
−0.33 9.4189 +0.25

−0.33

ϵS −2.9012 +0.33
−0.37 −2.6022 +0.71

−0.96 −2.6287 +0.49
−0.51

γS 16.865 30.785 18.065
∫ 1
0 dx ∆(x, Q2

0) 0.091031 +0.012
−0.009 0.087673 +0.013

−0.011 0.078167 +0.012
−0.0091

A∆ 8.9413 8.1084 16.244
η∆ 1.8760 +0.24

−0.30 1.8691 +0.23
−0.32 2.0741 +0.18

−0.35

γ∆ 8.4703 +2.0
−0.3 13.609 +1.1

−0.6 6.7640 +0.77
−0.41

δ∆ −36.507 −59.289 −36.090
Ag 0.0012216 1.0805 3.4055
δg −0.83657 +0.15

−0.14 −0.42848 +0.066
−0.057 −0.12178 +0.23

−0.16

ηg 2.3882 +0.51
−0.50 3.0225 +0.43

−0.36 2.9278 +0.68
−0.41

ϵg −38.997 +36
−35 −2.2922 −2.3210

γg 1445.5 +880
−750 3.4894 1.9233

Ag′ — −1.1168 −1.6189
δg′ — −0.42776 +0.053

−0.047 −0.23999 +0.14
−0.10

ηg′ — 32.869 +6.5
−5.9 24.792 +6.5

−5.2

A+ 0.10302 +0.029
−0.017 0.047915 +0.0095

−0.0076 0.10455 +0.019
−0.016

η+ 13.242 +2.9
−1.4 9.7466 +1.0

−0.8 9.8689 +1.0
−0.6

A− −0.011523 +0.009
−0.018 −0.011629 +0.009

−0.023 −0.0093692 +0.006
−0.024

η− 10.285 +16
−6 11.261 +22

−6 9.5783 +26
−5

x0 0.017414 0.016050 0.018556
r1 −0.39484 −0.57631 −0.80834
r2 −1.0719 0.81878 1.2669
r3 −0.28973 −0.083208 0.15098

Table 4: The optimal values of αS and the input PDF parameters at Q2
0 = 1 GeV2 determined

from the global analysis. The one-sigma errors are calculated using (51) and (52) using the 68%
C.L. tolerance discussed in Section 6, and are shown only for the 20 parameters allowed to go free
when determining the eigenvector PDF sets. The parameters Au, Ad, Ag and x0 are determined
from sum rules and are not fitted parameters. Similarly, A∆ is determined from

∫ 1

0 dx ∆(x, Q2
0).

The three parameters ri, defined in (73), are associated with the nuclear corrections to the
neutrino data; see Section 7.3. The parameter values are given to five significant figures solely
for accuracy in the case of reproduction of the PDFs.

35

Process Subprocess Partons x range
ℓ± {p, n} → ℓ± X γ∗q → q q, q̄, g x ! 0.01
ℓ± n/p → ℓ± X γ∗ d/u → d/u d/u x ! 0.01
pp → µ+µ− X uū, dd̄ → γ∗ q̄ 0.015 " x " 0.35
pn/pp → µ+µ− X (ud̄)/(uū) → γ∗ d̄/ū 0.015 " x " 0.35
ν(ν̄) N → µ−(µ+) X W ∗q → q′ q, q̄ 0.01 " x " 0.5
ν N → µ−µ+ X W ∗s → c s 0.01 " x " 0.2
ν̄ N → µ+µ− X W ∗s̄ → c̄ s̄ 0.01 " x " 0.2
e± p → e± X γ∗q → q g, q, q̄ 0.0001 " x " 0.1
e+ p → ν̄ X W+ {d, s} → {u, c} d, s x ! 0.01
e±p → e± cc̄X γ∗c → c, γ∗g → cc̄ c, g 0.0001 " x " 0.01
e±p → jet + X γ∗g → qq̄ g 0.01 " x " 0.1
pp̄ → jet + X gg, qg, qq → 2j g, q 0.01 " x " 0.5
pp̄ → (W± → ℓ±ν) X ud → W, ūd̄ → W u, d, ū, d̄ x ! 0.05
pp̄ → (Z → ℓ+ℓ−) X uu, dd → Z d x ! 0.05

Table 1: The main processes included in the current global PDF analysis ordered in three groups:
fixed-target experiments, HERA and the Tevatron. For each process we give an indication of their
dominant partonic subprocesses, the primary partons which are probed and the approximate
range of x constrained by the data.
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“Test SM”=test overall consistency
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Figure 3: Measured and predicted W versus Z boson (left column) and W+ versus W� bo-
son (right column) production cross sections times branching fractions. The ellipses illustrate
the 68% CL coverage for total uncertainties (open) and excluding the luminosity uncertainty
(filled). The top row shows the inclusive cross sections times branching fractions and the bot-
tom row shows the results within the fiducial regions. The uncertainties in the theoretical
predictions correspond to the PDF uncertainty components only and are evaluated for MSTW
2008 NLO [42], NNPDF 2.3 [46], and CT10 [47].

(United Kingdom); DOE and NSF (USA).
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Table 2: Summary of total and fiducial W+, W�, W, and Z production cross sections times
branching fractions, W to Z and W+ to W� ratios, and their theoretical predictions.

Channel s ⇥ B [nb] (total) NNLO [nb] Quantity Ratio (total) NNLO
W+ 7.11 ± 0.03 (stat.) ± 0.14 (syst.) ± 0.18 (lum.) 7.12 ± 0.20 RW+/W� 1.39 ± 0.01 (stat.) ± 0.02 (syst.) 1.41 ± 0.01
W� 5.09 ± 0.02 (stat.) ± 0.11 (syst.) ± 0.13 (lum.) 5.06 ± 0.13 RW/Z 10.63 ± 0.11 (stat.) ± 0.25 (syst.) 10.74 ± 0.04
W 12.21 ± 0.03 (stat.) ± 0.24 (syst.) ± 0.32 (lum.) 12.18 ± 0.32
Z 1.15 ± 0.01 (stat.) ± 0.02 (syst.) ± 0.03 (lum.) 1.13 ± 0.04
Channel s ⇥ B [nb] (fiducial) NNLO [nb] Quantity Ratio (fiducial) NNLO
W+ 3.16 ± 0.01 (stat.) ± 0.04 (syst.) ± 0.08 (lum.) 3.18 ± 0.10 RW+/W� 1.40 ± 0.01 (stat.) ± 0.02 (syst.) 1.42 ± 0.02
W� 2.26 ± 0.01 (stat.) ± 0.02 (syst.) ± 0.06 (lum.) 2.25 ± 0.07 RW/Z 13.26 ± 0.15 (stat.) ± 0.21 (syst.) 13.49 ± 0.28
W 5.42 ± 0.02 (stat.) ± 0.06 (syst.) ± 0.14 (lum.) 5.43 ± 0.16
Z 0.41 ± 0.01 (stat.) ± 0.01 (syst.) ± 0.01 (lum.) 0.40 ± 0.01

regions in pT and h. See Appendix A for the total cross sections times branching fractions and
ratios for the electron and muon decay channels.

The upper two plots in Fig. 3 show the measured and predicted W versus Z and W+ versus W�
cross sections for different PDF sets. The uncertainties in the theoretical predictions correspond
to the PDF uncertainties only. This approach eliminates the need to propagate acceptance un-
certainties originating from the PDFs and higher-order corrections into the measurement. The
final measurement is compared with the predicted cross sections in the acceptance region for
three different PDFs with their respective uncertainty bands propagated through the predic-
tion.

In summary, we have performed the first measurements of total and fiducial inclusive W and
Z production cross sections times branching fractions in pp collisions at

p
s = 8 TeV using

18.2 ± 0.5 pb�1 of low-pileup data recorded with the CMS detector. The W and Z bosons
are observed via their decays to electrons and muons. The measured total inclusive pro-
duction cross sections times branching fractions are s(pp ! WX) ⇥ B(W ! `n) = 12.21 ±
0.03 (stat.)± 0.24 (syst.)± 0.32 (lum.) nb and, for the dilepton mass in the range of 60 to 120 GeV,
s(pp ! ZX)⇥ B(Z ! `+`�) = 1.15 ± 0.01 (stat.) ± 0.02 (syst.) ± 0.03 (lum.) nb. In addition to
the inclusive cross sections, we present ratios of cross sections measured with a precision of 2%.
The measurements in the electron and muon channels are consistent, and in agreement with
NNLO calculations. Additional figures summarizing our measurements are available in Ap-
pendix A.
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The big pictureProton-proton scattering

0.1 1 10
10

-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

10
-7

10
-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

10
1

10
2

10
3

10
4

10
5

10
6

10
7

10
8

10
9

σ
jet

(E
T

jet
 > √s/4)

LHCTevatron

σ
t

σ
Higgs

(M
H
 = 500 GeV)

σ
Z

σ
jet

(E
T

jet
 > 100 GeV)

σ
Higgs

(M
H
 = 150 GeV)

σ
W

σ
jet

(E
T

jet
 > √s/20)

σ
b

σ
tot

proton - (anti)proton cross sections

σ
  
(n

b
)

√s   (TeV)

ev
en

ts
/s

ec
  
fo

r 
 L

 =
 1

0
3
3  c

m
-2
 s

-1
 

Sven-Olaf Moch Expectations at LHC from hard QCD – p.2

Tuesday, October 6, 15



Monday, August 20, 2012



4

60 80 100 120

Ev
en

ts
 / 

1.
0 

G
eV

100

200

300

400

500

600

700

data
ee→Z

CMS

 = 8 TeVs,  -1L = 18.2 pb

) [GeV]-e+M(e
60 80 100 120

χ

-5
0
5

60 80 100 120

Ev
en

ts
 / 

1.
0 

G
eV

0.2

0.4

0.6

0.8

1.0

310×

data
µµ→Z

CMS

 = 8 TeVs,  -1L = 18.2 pb

) [GeV]-µ+µM(
60 80 100 120

χ

-5
0
5

Figure 2: The dilepton mass distributions for Z boson candidate events in the electron (left)
and muon (right) final states. The variable c shown in the lower plot is defined as (Nobs �
Nexp)/

p
Nobs, where Nobs is the number of observed events and Nexp is the total of the signal

and background yields.

Table 1: Systematic uncertainties in percent for the electron and muon channels; “—” means
that the source either does not apply or is negligible.

W+ W� W W+/W� Z W/Z
Sources e µ e µ e µ e µ e µ e µ
Lepton reconstruction & identification 2.8 1.0 2.5 0.9 2.5 1.0 3.8 1.2 2.8 1.1 3.8 1.5
Momentum scale & resolution 0.4 0.3 0.7 0.3 0.5 0.3 0.3 0.1 — — 0.5 0.3
Emiss

T scale & resolution 0.8 0.5 0.7 0.5 0.8 0.5 0.3 0.1 — — 0.8 0.5
Background subtraction / modeling 0.2 0.2 0.3 0.1 0.3 0.1 0.1 0.2 0.4 0.4 0.5 0.4
Total experimental 3.0 1.2 2.7 1.1 2.7 1.2 3.8 1.2 2.8 1.2 3.9 1.7
Theoretical uncertainty 2.1 2.0 2.6 2.5 2.7 2.2 1.5 1.4 2.6 1.9 2.0 2.5
Luminosity 2.6 2.6 2.6 2.6 2.6 2.6 — — 2.6 2.6 — —
Total 4.5 3.5 4.6 3.8 4.6 3.6 4.1 1.8 4.6 3.4 4.4 3.0

quarks) [45], as well as neglected higher-order corrections beyond NNLO, which are estimated
by allowing the renormalization and factorization scales to vary. The NNLO predictions for
the total cross sections times branching fractions are 7.12 ± 0.20 nb for W+, 5.06 ± 0.13 nb for
W�, and 1.13± 0.04 nb for Z boson production. The Z boson cross section requires an invariant
mass within the range 60 to 120 GeV, and it includes the effects of virtual photons.

The results in the electron and muon decay channels are compatible with a p-value of 0.42.
Assuming universality of lepton couplings to W and Z bosons, the channels are combined by
calculating an average cross section value weighted by their statistical and systematic uncer-
tainties, taking into account the correlated uncertainties. The two leptonic decay channels are
combined by assuming fully correlated uncertainties for the acceptance and luminosity, but
with other uncertainties assumed to be uncorrelated.

In measurements of the ratios of cross sections some systematic uncertainties cancel, most im-
portantly the uncertainty in the luminosity. The uncertainties in the lepton reconstruction and
identification are treated as uncorrelated and the resulting experimental uncertainty in the ratio
measurements can therefore be larger than for individual cross section measurements. A sum-
mary of the measurements is given in Table 2, including the results obtained within the fiducial

CMS, 1402.0923
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FIG. 2: The (a) mT , (b) pe
T , and (c) /ET distributions for data and fastmc simulation with backgrounds. The ⇥ values are

shown below each distribution where ⇥i = [Ni � (fastmci)]/�i for each point in the distribution, Ni is the data yield in bin i
and only the statistical uncertainty is used. The fit ranges are indicated by the double-ended horizontal arrows.

TABLE II: Systematic uncertainties of the MW measurement.

�MW (MeV)
Source mT pe

T /ET

Electron energy calibration 34 34 34
Electron resolution model 2 2 3
Electron shower modeling 4 6 7
Electron energy loss model 4 4 4
Hadronic recoil model 6 12 20
Electron e⇥ciencies 5 6 5
Backgrounds 2 5 4
Experimental Subtotal 35 37 41
PDF 10 11 11
QED 7 7 9
Boson pT 2 5 2
Production Subtotal 12 14 14
Total 37 40 43

used to transport calibrations from the Z to the W sam-
ple. The electron e⇥ciency systematic is determined by
varying the e⇥ciency by one standard deviation. Table II
also shows the MW uncertainties arising from variation
of the background uncertainties indicated above.

Among the production uncertainties, the parton dis-
tribution function (PDF) uncertainty is determined by
generating W boson events with the pythia [17] pro-
gram using the CTEQ6.1M [18] PDF set. The CTEQ
prescription [18] is used to determine a one standard de-
viation uncertainty [8] on MW . The QED uncertainty is
determined using wgrad [19] and zgrad [20], varying
the photon-related parameters and assessing the varia-
tion in MW and by comparisons between these and pho-
tos. The boson pT uncertainty is determined by varying
g2 by its quoted uncertainty [13]. Variation of g1 and g3

has negligible impact.
The quality of the simulation is indicated by the good

⇥2 values computed for the di�erence between the data
and fastmc shown in the figures. The data are also sub-

divided into statistically independent categories based on
instantaneous luminosity, time, the total hadronic trans-
verse energy in the event, the vector sum of the hadronic
energy, and electron pseudorapidity range. The fit ranges
are also varied. The results are stable to within the mea-
surement uncertainty for each of these tests.

The results from the three methods have combined
statistical and systematic correlation coe⇥cients of 0.83,
0.82, and 0.68 for (mT , pe

T ), (mT , /ET ), and (pe
T , /ET ) re-

spectively. The correlation coe⇥cients are determined
using ensembles of simulated events. The results are com-
bined [21] including these correlations to give the final
result

MW = 80.401± 0.021 (stat)± 0.038 (syst) GeV
= 80.401± 0.043 GeV.

The dominant uncertainties arise from the available
statistics of the W � e� and Z � ee samples. Thus,
this measurement can still be expected to improve as
more data are analyzed. The MW measurement reported
here agrees with the world average and the individual
measurements and is more precise than any other single
measurement. Its introduction in global electroweak fits
is expected to lower the upper bound on the SM Higgs
mass, although it is not expected to change the best fit
value [1].
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