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Talk	main	drivers	

TWO	QUESTIONS:		
	
	

1.  WHAT	ARE	THE	MAIN	OPEN	ISSUES	IN	(GALACTIC)	INDIRECT	
DARK	MATTER	SEARCHES	AT	PRESENT?	

2.  HOW	COULD	SIMULATIONS	AND	NEW	DATA	CAN	HELP	TO	
SHED	LIGHT	ON	THEM?	
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Outline	

Ø  Astrophysical	(Galactic)	fore/backgrounds	

Ø  Galactic	targets:	
Ø  Galactic	center	
Ø  Dwarfs	
Ø  Dark	satellites	

Ø  Subhalo	boosts	to	the	annihilation	signal	
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For	each	of	the	items	above:			
i)  Current	status	
ii)  Open	issues	
iii)  Possible	ways	to	address	them	(simulations,	data).	



Why	gammas?	
ü Energy	scale	of	annihilation	products	set	by	DM	particle	mass		

à	favored	models	~GeV-TeV	
ü Gamma-rays	travel	following	straight	lines		

à	source	can	be	known	
ü [In	the	local	Universe]	Gamma-rays	do	not	suffer	from	attenuation	

	à	spectral	information	retained.	

The	‘golden	channel’:	GAMMAS	
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Neutrinos	
ü 	No	deflection	
ü 	No	absorption	
ü 	BUT	difficult	to	detect	

Antimatter	
ü 	Low	background	in	some	cases		
ü 	BUT	deflected	by	B	fields	
ü 	BUT	energy	loses	



Present	gamma-ray	observatories	
D
ESY/M

ilde	Science	Com
m
./Exozet	

Fermi	LAT	
[>2008]	

HESS	
[>2002]	

HAWC	
[	>2015	]	

VERITAS	
[	>2006]	

MAGIC	
[>2003]	

E. range: 20 MeV à 1 TeV 
E. resolution: ~10% @  GeV 
FoV: ≈ 2.4 sr 
Angular res.: ~0.2º@10 GeV 
Aeff ~ m2 

E. range: 0.1 à 100 TeV 
E. resolution: ~20% @  10 TeV 
FoV: ≈ 2 sr 
Angular res.: ~0.2º@10 TeV 
Aeff  ~22,000 m2 

E. range: 50 GeV à 10TeV 
E. resolution: ~20%  
FoV: ≈ 4 deg. 
Angular res.: ≈ 0.1º 
Aeff  ~ 105  m2 



The	sky	through	the	Fermi-LAT	eyes	
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Andromeda (M31)	

20 arcmin	

Optical DSS Image	

[Abdo+10]	



THE	GAMMA-RAY	SKY	above	1	GeV	
5	years	of	Fermi	LAT	data	



The	complexity	of	the	gamma-ray	sky	

???	
Galactic	 Point	Sources	 Isotropic	

Inverse	Compton	 Bremsstrahlung	 π0	decay	
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THE	GAMMA-RAY	SKY	above	1	GeV	
5	years	of	Fermi	LAT	data	



10	Dark	Matter	simulation:	
Pieri+09,	arXiv:0908.0195	

The	dark	matter-induced		
gamma-ray	sky	
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Need	to	disentangle	dark	matter	annihilations	from	
‘conventional’	astrophysics.	

	
Crucial	to	understand	the	astrophysical	processes	in	

great	detail.	



Challenges	

Astrophysical	foregrounds	

Sub-threshold	sources	
	

E.g.:	 	2FGL:	~1800	sources	
	 	3FGL:	~3000	sources	

Source	confusion	
	spatial	
	spectral	



Challenges	Needs	

Spectral	resolution	

Angular	resolution	

Sensitivity	

Astrophysical	foregrounds	

Sub-threshold	sources	
	

E.g.:	 	2FGL:	~1800	sources	
	 	3FGL:	~3000	sources	

Source	confusion	
	spatial	
	spectral	



Challenges	Needs	

Spectral	resolution	

Angular	resolution	

Sensitivity	

More	data!	 [for	LAT,	1605.02016]	

New	experiments	

Simulations	to	model	the	

diffuse	emission?	à	Marinacci’s	talk!	

Astrophysical	foregrounds	

Sub-threshold	sources	
	

E.g.:	 	2FGL:	~1800	sources	
	 	3FGL:	~3000	sources	

Source	confusion	
	spatial	
	spectral	



•  Formally	approved	till	the	end	of	the	year.	

–  Very	likely	2018.	Probably	beyond?	
•  With	more	LAT	data:	

–  A	better	knowledge	of	foregrounds	possible.	

–  More	sub-threshold	sources	detected.	

–  General	improvement	on	DM	limits:	

•  linearly	with	time	at	high	energies	(better	statistics)	

•  sqrt(time)	at	low	energies.	

•  Pass	8	(>mid	2015):	improved	performance	
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Fermi	LAT:	the	future	ahead	



The	inminent	future		
for	current	generation	IACTs		
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HESS-II	
•  first	light	in	2012	
•  push	the	threshold	to	

lower	energies	~50	GeV	
•  Expected	to	lead	the	IACT	

limits	using	the	GC.	
	

VERITAS	
•  1000h	observation	of	

Segue	1	by	2018	(Smith
+13)	

	

MAGIC	
•  Expected	to	produce	

new	DM	limits	from	
dwarfs	

	



The	inminent	future	for		
satellite-based	experiments	

17	

CALET		
•  Japanese-led.	
•  Launched	in	Aug	15	
•  Placed	at	the	ISS	
	

DAMPE	
•  Chinese	
•  Launched	in	Dec	2015	

Both:		
ü  deep	calorimeter,	1	GeV	–	10	TeV	
ü  superb	energy	resolution	~2%	@	100	GeV	
ü  0.3º	angular	resolution	@	100	GeV	
ü  Very	good	background	rejection	power	
ü  Small	collecting	area	of	~0.15	and	~0.5	m2	

The Calorimetric Electron Telescope (CALET) 
for High Energy Astroparicle Physics         
on the International Space Stataion  

 

Shoji Torii  
for the CALET Collaboration  

 
Waseda�University  & 

Japan Aerospace Exploration Agency (JAXA) 
 

CALET�

TeV Particle Astrophysics 2013     August 26-29     Irvine, California, U.S.A. 
�



The	future	beyond		

18	

GAMMA-400	
•  Russian-led.	
•  Launch	by	2018/19.	
•  100	MeV	–	3TeV	
•  Efective	area	~0.4	m2	
•  FoV:	~1.2	sr	
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Fig. 2. Energy dependence of energy resolution for  

the GAMMA-400 and Fermi-LAT gamma-ray telescopes. 
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Fig. 3. Energy dependence of angular resolution for  

the GAMMA-400 and Fermi-LAT gamma-ray telescopes. 

HERD	
•  Chinese	
•  Launch	by	2018/19.	
•  100	MeV	–	10	TeV	
•  Efective	area	~3.7	m2sr	
•  ΔE/E	~1%	>	100	GeV	
•  0.1º	@	200	GeV	angular	resolution.	
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Figure 4. Expected gamma-ray sky survey sensitivity of the extended HERD design, i.e., all five sides are surrounded
by the same seven-layer STKs with 0.1� angular resolution across the whole energy band; for the baseline design, the
sensitivity is degraded by nearly a factor of 2. Left: HERD 5� continuum sensitivity for one year observation in comparison
with all other missions with gamma-ray observation capability, e.g., ISS-CALET,24 DAMPE and Fermi,25 and including
the future ground based Cherenkov Telescope Array (CTA)26 high energy gamma-ray telescope and the Large High
Altitude Air Shower Observatory (LHAASO).27 Right: HERD one-year 5� line sensitivity in comparison with predictions
of di�erent dark matter models; the sensitivity lines of other experiments are calculated with the following operation
periods: 2006-2016 (PAMELA), 2016-2021 (CALET); 2011-2021 (AMS02), 2016-2021 (DAMPE), 2008-2018 (Fermi).

from the cathode of the image intensifier for a minimum ionization energy response, is required, in order to
achieve the best possible energy resolution.

To address the dynamical range requirement, a beam test is on-going to evaluate if such a cube LYSO crystal
can respond to ionization energy deposition over such a dynamical range; finer crystals can be used to reduce the
dynamical range requirement. However, neither image intensifiers nor CCDs can handle such a huge dynamical
range. Therefore we need to split the light output of each crystal into two channels by a ratio of 1:1000, which
then requires a dynamical range of only slightly more than 1000 for the image intensifiers and CCDs.

Our current results indicate that the 10-photoelectron requirement can be met with the taper coupling
approach, but very di⇥cult with the relay lens system. Since each shower lights up several hundreds crystals,
a higher e⇥ciency improves the energy resolution only marginally. Actually, we anticipate that the systematic
errors in the gain or response calibrations of the crystals will dominate the eventual energy resolution at system
level, which can be realistically assessed through laboratory tests. It is therefore essential to build a portion of
CALO to allow end-to-end performance evaluation of CALO in high energy hadron beam tests, including event
reconstruction algorithms; our estimate is that 1/20 of the full CALO in a long cylindrical form is su⇥cient.

ACKNOWLEDGMENTS

The authors would like to thank funding supports from the Chinese Strategic Pioneer Program in Space Science
under Grant No.XDA04075600, the Qianren start-up grant 292012312D1117210, National Natural Science Foun-
dation of China under Grant No.11327303, and the Cross-disciplinary Collaborative Teams Program for Science,
Technology and Innovation, Chinese Academy of Sciences (Research Team of The High Energy cosmic-Radiation
Detection).
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Big	improvement	w.r.t.	Fermi,	but	smaller	collection	area.	

Energy	resolution	~1%	 Angular	res.	0.01-0.1º	



The	future	beyond? 		

19	

PANGU	(Wu+14)	

•  ESA/CAS	joint	small	mission.	
•  Spectro-imaging,	timing	and	

polarization.	
•  10	MeV	–		few	GeV	
•  ΔE/E	~	1%	>	100	GeV	
•  0.1º	@	1	GeV	angular	res.	

AstroMeV			
•  Space	mission	by	~2025.	
•  0.1	–	100	MeV	
•  Consortium	formed	to	respond	

to	AO	of	space	agencies.	
•  http://astromev.in2p3.fr/	

Full	list	of	Future	High-Energy	Astrophysics	missions:		
https://heasarc.gsfc.nasa.gov/docs/heasarc/missions/concepts.html	
	



IACT	future:	
Cherenkov	Telescope	Array	(CTA)	
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First Science: ~2016
Completion:   ~2019

The baseline ...

Core-energy array:
23 x 12 m tel. (MST)

FOV: 7-8 degrees
mCrab sensitivity

in the 100 GeV–10 TeV
domain

Low-energy section:
4  x 23 m tel. (LST)
(FOV: 4-5 degrees)
energy threshold
of some 10 GeV

High-energy section:
30-70 x 4-6 m tel. (SST)
-  FOV: ~10 degrees

10 km2 area at 
multi-TeV energies

Prototype	phase	started	
Sites	decided	
First	science	in	~2018?	



Gammas:	the	future	ahead	
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GAMMA-400	
[	>	2018	]	

Fermi	
[	<2018?	]	

HESS-II	
[>2012]	

CTA		
[	>2018?	]	

Figure 2. Left: Schematic diagram of the baseline design of HERD. The top STK is made of seven layers of silicon
microstrips, sandwiched with tungsten foils; however the STKs on the four side are made of only three layers of silicon
microstrips without tungsten foils. The extended design of HERD will have its four-side STKs replaced by STKs almost
identical to the top STK. Right: Prototype of HERD calorimeter.

Table 1. HERD baseline characteristics of all components.

type size X0,⇥ unit main functions
Top STK Si strips 70 � 70 cm2 2 X0 7 x-y (W foils) Charge, Early shower, Tracks
4-side STK Si strips 65 � 50 cm2 – 3 x-y Nucleon Tracks, Charge

CALO ⇥ 104 LYSO 63 � 63 55 X0, 3 ⇥ 3 � 3 e/� energy, nucleon energy,
cubes � 63 cm3 � 3 cm3 e/p separation

for excellent electron-proton separation and energy resolutions of all particles. It also has some directional
measurement capability with the reconstructed 3-D showers.

In order to measure the charges and incident directions of cosmic rays, silicon trackers (STKs) are required
with a minimum of three layers of silicon micro-strip detectors (SSDs), which can also be used to reject backslash
tracks from the showers in CALO. To measure accurately the incident directions of gamma-rays, electron-position
pairs should be created and tracked; this can be achieved by adding tungsten foils as shower converters and four
more layers of SSDs. In the baseline design of HERD, only the top STK is equipped with seven layers of SSDs
sandwiched with tungsten foils, as shown in Fig. 2 (left); the right panel is an illustration for a laboratory
prototype of CALO. A possible option, as an extended design of HERD, is to surround CALO by the same
seven-layer STK with tungsten foils from all four sides, to ensure the maximum FOV for electrons and gamma-
rays. Plastic scintillators surrounding HERD from all five sides may be needed to reject most low energy charged
particles, in order to have maximum e⇤ciency for high energy cosmic rays and electrons, as well as gamma-rays
of all energies. The HERD baseline characteristics and main functions of its CALO and STKs are listed in Table
1.

3. EXPECTED PERFORMANCE OF THE HERD BASELINE DESIGN

Extensive simulations have been carried out with GEANT413 and FLUKA,14 in order to evaluate the scientific
performance of the HERD baseline design and to optimize the relative weights of each component of HERD within
the boundary conditions for accommodating HERD on board China’s space station. Since the performance of
CALO is key to meet the scientific goals of HERD, here we only present our simulation results of CALO, by
focusing on its e�ective geometrical factor, energy resolution and e/p separation capability, in order to predict

HERD	
[	>	2019	]	

CALET	
[	>2015	]	

HAWC	
[	>2015]	

DAMPE	
[	>2015]	

Full	list	of	Future	High-Energy	Astrophysics	missions:		
https://heasarc.gsfc.nasa.gov/docs/heasarc/missions/concepts.html	



Outline	

Ø  Astrophysical	(Galactic)	fore/backgrounds	

Ø  Galactic	targets:	
Ø  Galactic	center	
Ø  Dwarfs	
Ø  Dark	satellites	

Ø  Subhalo	boosts	to	the	annihilation	signal	
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For	each	of	the	items	above:			
i)  Current	status	
ii)  Open	issues	
iii)  Possible	ways	to	address	them	(simulations,	data).	
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Dark	Matter	search	strategies	
																	Satellites	

Low	background	and	good	

source	id,	but	low	statistics	

						Milky	Way	Halo	
Large	statistics,	but	diffuse	

foregrounds	

								Spectral	Lines	
Little	or	no	astrophysical	uncertainties,	

	good	source	id,	but	low	signal	expected	

Dark	Matter	simulation:	
Pieri+(2009)	arXiv:0908.0195	

Galaxy	Clusters	
Large,	extended	signal,	but	diffuse	
background	and	astrophysics	

											Isotropic	background	
Large	statistics,	but	astrophysics,	galactic	
diffuse	foregrounds,	signal	uncertainties	

				Galactic	Center	
Largest	statistics,	but	source		

confusion/diffuse	foregrounds	
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FIG. 1. Constraints on the DM annihilation cross section at 95% CL for the bb̄ (left) and ⌧+⌧� (right) channels derived from
a combined analysis of 15 dSphs. Bands for the expected sensitivity are calculated by repeating the same analysis on 300
randomly selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected
sensitivity while the bands represent the 68% and 95% quantiles. For each set of random locations, nominal J-factors are
randomized in accord with their measurement uncertainties. The solid blue curve shows the limits derived from a previous
analysis of four years of Pass 7 Reprocessed data and the same sample of 15 dSphs [13]. The dashed gray curve in this and
subsequent figures corresponds to the thermal relic cross section from Steigman et al. [5].
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FIG. 2. Comparison of constraints on the DM annihilation cross section for the bb̄ (left) and ⌧+⌧� (right) channels from this
work with previously published constraints from LAT analysis of the Milky Way halo (3� limit) [33], 112 hours of observations
of the Galactic Center with H.E.S.S. [34], and 157.9 hours of observations of Segue 1 with MAGIC [35]. Closed contours and
the marker with error bars show the best-fit cross section and mass from several interpretations of the Galactic center excess
[16–19].

DM distribution can significantly enlarge the best-fit re-
gions of h�vi, channel, and mDM [36].

In conclusion, we present a combined analysis of 15
Milky Way dSphs using a new and improved LAT data
set processed with the Pass 8 event-level analysis. We ex-
clude the thermal relic annihilation cross section (⇠ 2.2⇥
10�26 cm3 s�1) for WIMPs with mDM

<⇠ 100 GeV annihi-
lating through the quark and ⌧ -lepton channels. Our
results also constrain DM particles with mDM above
100 GeV surpassing the best limits from Imaging Atmo-
spheric Cherenkov Telescopes for masses up to 1 TeV.
These constraints include the statistical uncertainty on
the DM content of the dSphs. The future sensitivity to

DM annihilation in dSphs will benefit from additional
LAT data taking and the discovery of new dSphs with
upcoming optical surveys such as the Dark Energy Sur-
vey [37] and the Large Synoptic Survey Telescope [38].
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(γ-ray)	DM	searches:	today	
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à GC	excess	persists.	Origin	unclear.	
à Dwarfs	the	most	promising	independent	way	to	test	it.	
à Fermi	LAT	ruling	out	thermal	WIMPs	below	~100	GeV.	
à  IACTs	and	HAWC	competitive	in	the	TeV	energy	range.						

[	Ackermann+15,	the	LAT	collab.,	1503.02641	]	

How	to	improve	the	limits?	
What	are	the	actual	uncertainties	on	them?	
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Representative Results for Different Search Targets for the b-quark Channel 

[Charles+, submitted to Physics Reports]

Preliminary
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Charles,	MASC,	et	al.,	
Physics	Reports,	accepted	
[1605.02016]	

…	and	not	only	GC	and	dwarfs!	
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Charles,	MASC,	et	al.,	
Physics	Reports,	accepted	
[1605.02016]	

…	and	not	only	GC	and	dwarfs!	

Milky	Way	
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Dark	Matter	search	strategies	
																	Satellites	

Low	background	and	good	

source	id,	but	low	statistics	

						Milky	Way	Halo	
Large	statistics,	but	diffuse	

foregrounds	

								Spectral	Lines	
Little	or	no	astrophysical	uncertainties,	

	good	source	id,	but	low	signal	expected	

Dark	Matter	simulation:	
Pieri+(2009)	arXiv:0908.0195	

Galaxy	Clusters	
Large,	extended	signal,	but	diffuse	
background	and	astrophysics	

											Isotropic	background	
Large	statistics,	but	astrophysics,	galactic	
diffuse	foregrounds,	signal	uncertainties	

				Galactic	Center	
Largest	statistics,	but	source		

confusion/diffuse	foregrounds	



‘GeV	excess’	in	the	Galactic	center	
•  Several	groups	have	reported	an	excess	of	GeV	photons	from	the	GC	region		

(e.g.,	Goodenough	&	Hooper	09,	11;	Daylan+14,	Abazajian+14,		Calore+14;	Gordon	&	Macías	14,	Ajello+16)	

•  General	agreement	on	the	excess	peaking	at	a	few	GeV	above	the	standard	

diffuse	emission	models.	

•  Interpretation	difficult	due	to	complicated	foreground/background	modeling.		

•  DM	annihilation	a	plausible	and	exciting	possibility!	
–  Spatially	consistent	with	gNFW	
–  Approx.	half	the	thermal	cross	section	
–  Around	50	GeV	DM	particle	mass	(bb)	

28	
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FIG. 9: The raw gamma-ray maps (left) and the residual maps after subtracting the best-fit Galactic di�use model, 20 cm
template, point sources, and isotropic template (right), in units of photons/cm2/s/sr. The right frames clearly contain a
significant central and spatially extended excess, peaking at �1-3 GeV. Results are shown in galactic coordinates, and all maps
have been smoothed by a 0.25� Gaussian.

of the Galactic Plane, while values greater than one are
preferentially extended perpendicular to the plane. In
each case, the profile slope averaged over all orientations
is taken to be � = 1.3 (left) and 1.2 (right). From this
figure, it is clear that the gamma-ray excess prefers to
be fit by an approximately spherically symmetric distri-
bution, and disfavors any axis ratio which departs from
unity by more than approximately 20%.

In Fig. 11, we generalize this approach within our
Galactic Center analysis to test morphologies that are

not only elongated along or perpendicular to the Galac-
tic Plane, but along any arbitrary orientation. Again,
we find that that the quality of the fit worsens if the the
template is significantly elongated either along or per-
pendicular to the direction of the Galactic Plane. A mild
statistical preference is found, however, for a morphology
with an axis ratio of �1.3-1.4 elongated along an axis ro-
tated �35� counterclockwise from the Galactic Plane in
galactic coordinates (a similar preference was also found
in our Inner Galaxy analysis). While this may be a statis-

[Daylan+14]	

Total	flux	 Residuals	(x3)	

16 Fermi–LAT Collaboration
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Figure 11. Residual counts for the 15� ⇥ 15� region about the GC for the Pulsars and OBstars IEMs for energy ranges 1� 1.6 GeV (upper row), 1.6� 10 GeV
(middle row), and > 10 GeV (bottom row). The two leftmost columns show the residual counts for the intensity-scaled variant for the Pulsars and OBstars,
respectively. The two rightmost columns show the residual counts for the index-scaled variant for the Pulsars and OBstars, respectively. The colour scale is in
counts/0.1 deg2 pixel.

is modelled with an exponential cut-off power law. This form
has some flexibility to model a pulsar or a DM annihilation
spectrum without supposing specific scenarios. For each of
the spatial templates listed above and for each of the IEMs,
a maximum-likelihood fit is made in the 15� � 15� region as
described in Section 3.2.2.

The improvement in likelihood as well as the resulting best-
fit parameters for the spectrum of the additional component
are summarised in Table 419. All templates yield statisti-
cally significant improvements compared to the model with-
out the additional component. The largest improvements are
observed for the NFW annihilation templates, whereas the un-
resolved source component yields the smallest improvements.

The new component spectra present harder spectral indices

19 500 MeV is the lowest value of the energy cutoff allowed in the fit.

and lower energy cutoffs for the index-scaled IEMs compared
to the intensity-scaled variants. This is consistent with the
index-scaled models having overall better agreement with the
data at higher energy, and therefore attributing the positive
residual found for the intensity-scaled IEMs � 10 GeV to gas
related emission rather than to the new component. Within the
same IEM, the spectrum for the more peaked templates (NFW
and NFW-c for DM annihilation, and the 1� gaussian) present
softer indices and higher energy cutoffs. The NFW decay and
the 10� gaussian (the more extended templates) perform sim-
ilarly to each other for most IEMs.

Among the gaussian templates, the 2� and 5� gaussians per-
form better for the Pulsar IEMs, while the 5� and 10� gaus-
sians for the OB stars IEMs. This result is an indication that
the gaussian templates might be compensating for mismod-
elling of the IC contribution, whose morphology differs for

[	Ajello+16,	Fermi-LAT	collab.]	
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Spectrum		
	

peaks	at	2-3	GeV	
high-energy	tail	up	to	>100	GeV	

Morphology	
	

spatially	extended	
spherically	symmetric	

Robust	to	changes	in	the	diffuse	modeling	
Yet,	substantial	spectral	variations	possible	

	à	large	systematics	

[Calore+14]	

Compatible with a DM interpretation

plu±⊕⊕±±±±±±⨭±±±±±±±⊕±±±±±±±±±±±±±±±±±±±±±±±

7/16

• b quarks: m" = 48.7+6.4-5.2 GeV, 
�#v�= 1.75+0.28-0.2610-26cm3s-1, 
p-value=0.35 

• c quarks: m" = 38.2+4.7-3.9 GeV, 
�#v�= 1.24+0.15-0.1510-26cm3s-1, 
p-value=0.37 

• broken power law:  
 p-value=0.47 

• $=1.28+0.8-0.7

Fermi and Dark Matter searches
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• independent  
 confirmations 

• disprove alternatives 
• improved underst. 

 of halos in simulations 
 with baryons[Calore+14]	



GeV	excess:	a	DM	origin?	
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ü  Consistent	with	gNFW	
ü  Approx.	half	<σv>thermal	

ü  DM	mass:	
	~49	GeV	(b	quarks)	
	~38	GeV	(c	quarks)	

•  Residuals	improve	by	adding	a	
DM	template	(but	don’t	
disappear!)	

•  Spectral	fit	to	DM	models	
equally	preferred	against	e.g.	
broken	power	law.	

[Calore+14]	

20 Fermi–LAT Collaboration
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Figure 14. Residual counts for the 15� ⇥ 15� region about the GC for the Pulsars index-scaled IEM together with the NFW profile template for energy ranges
1� 1.6 GeV (left), 1.6� 10 GeV (middle), and > 10 GeV (right). The colour scale is in counts/0.1 deg2 pixel.

higher than the Pulsars, which reflects the fact that the spatial
distribution for the CR sources in this model cuts off within
⇥ 2 kpc of the GC. The cut-off in the OBstars source spatial
distribution produces a predicted CR intensity that is lower
compared to the Pulsars IEM over this region. The fitting
procedure adjusts the OBstars predictions upward more than
the Pulsars to compensate. This indicates that a Pulsars-style
spatial source distribution is closer to the real spatial distri-
bution of sources within ⇥ 2 kpc of the GC. But, even the
Pulsars spatial source distribution is scaled up by the fit over
this region, indicating that even more ‘peaked’ source models,
or some modification to the propagation model, is required
to describe the distribution of CRs toward the inner Galaxy.
Meanwhile, there is more similarity in the scaling coefficients
for annuli 4 � 6. This reflects that the CR source distribu-
tions and propagation conditions for both IEMs are not sig-
nificantly different in their Galactocentric radial distributions
in these annuli.

This spectral parameters for the annuli interior to the so-
lar circle for the index-scaled variants give results that are
strongly dependent on the IEM being fit. For the Pulsars IEM
the spectrum of the CR nuclei/gas interstellar emission is con-
sistently harder across annuli 2� 4 for both CO and H I com-
ponents than the intensity-scaled IEMs. For the OBstars IEM
only the H I component has a hardening to the spectrum across
annuli 2 � 4. For this IEM the fits for annuli 2 � 3 were un-
stable when fitting both CO and H I components. Because
the size of the regions are small, the low flux of the annuli
2 � 3 components in comparison to those that are already-
determined from fitting to the outer longitude ranges means
that the data are insufficiently constraining. However, a con-
vergent fit is obtained if the CO-related �0-decay templates is
set to the GALPROP prediction. The motivation for allowing
the additional freedom to fit the spectrum for the gas-related
interstellar emission interior to the solar circle is solely to im-
prove the fit residuals. But, the harder index for the H I and
CO component when fitting the Pulsars IEM can be an indi-
cation that the assumption of a uniform CR source spectrum
across the Galaxy is insufficient, or that the diffusive propa-
gation of CRs is non-uniform.

Generally, the fitting results can be interpreted as a recon-
firmation that the CR gradient in the Galaxy is flatter than ex-

pected based on current knowledge of the Galactocentric ra-
dial distribution of CR sources, which has been known since
the SAS-2 (Stecker & Jones 1977), COS-B (Bloemen et al.
1986; Strong et al. 1988), and EGRET (Hunter et al. 1997; Di-
gel et al. 2001) all-sky surveys. The explanation is not clear.
Bloemen et al. (1993) suggested that the radial distribution of
CR sources derived from observations may be biased and their
real distribution is flatter or the diffusion parameters derived
from the local CR measurements are not the same throughout
the Galaxy. Solutions to this issue in terms of CR propaga-
tion phenomenology have been proposed: CR-driven Galactic
winds and anisotropic diffusion (Breitschwerdt et al. 2002), or
non-uniform diffusion coefficient that increases with Galacto-
centric radius and the distance from the Galactic plane (Shi-
bata et al. 2007).

The current analysis has focussed on finding IEMs to es-
timate the fore-/background toward the inner Galaxy. The
broader implications of our scaled IEMs for the large-scale
distribution of CRs in the Galaxy are deferred to future work.

5.2. Point Sources
Figure 16 shows the 1FIG sources and source candidates

overlaid on the Fermi–LAT data used in this paper, and 3FGL
multi-wavelength associated sources, together with SNRs
from Green’s SNR catalog22 (Green 2014) and pulsars from
the ATNF catalog23 (Manchester et al. 2005), respectively,
that are within 95% of the 1FIG source/source candidate er-
ror ellipse. The 3FGL sources that have likely counterparts
at other wavelengths that are listed in the catalog not detected
in the 1FIG are either due to a too low TS (3FGL J1716.6-
2812 – NGC 6316), or are more than the 95% containment
radius of the error ellipse from a potential 1FIG counterpart
(3FGL J1750.2-3704 – Terzan 5 and 3FGL J1746.3-2851c –
PWN G0.13-0.11).

There are 14 1FIG sources and source candidates with
overlaps with the above mentioned SNR and pulsar catalogs.
Multiple overlaps occur across and within the catalogs, e.g.,
SNR 354.1+00.1 and PSR J1701-3006A,D,E overlap with
1FIG J1701.1-3004.

22 http://www.mrao.cam.ac.uk/surveys/snrs/
23 http://www.atnf.csiro.au/people/pulsar/psrcat/

16 Fermi–LAT Collaboration
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Figure 11. Residual counts for the 15� ⇥ 15� region about the GC for the Pulsars and OBstars IEMs for energy ranges 1� 1.6 GeV (upper row), 1.6� 10 GeV
(middle row), and > 10 GeV (bottom row). The two leftmost columns show the residual counts for the intensity-scaled variant for the Pulsars and OBstars,
respectively. The two rightmost columns show the residual counts for the index-scaled variant for the Pulsars and OBstars, respectively. The colour scale is in
counts/0.1 deg2 pixel.

is modelled with an exponential cut-off power law. This form
has some flexibility to model a pulsar or a DM annihilation
spectrum without supposing specific scenarios. For each of
the spatial templates listed above and for each of the IEMs,
a maximum-likelihood fit is made in the 15� � 15� region as
described in Section 3.2.2.

The improvement in likelihood as well as the resulting best-
fit parameters for the spectrum of the additional component
are summarised in Table 419. All templates yield statisti-
cally significant improvements compared to the model with-
out the additional component. The largest improvements are
observed for the NFW annihilation templates, whereas the un-
resolved source component yields the smallest improvements.

The new component spectra present harder spectral indices

19 500 MeV is the lowest value of the energy cutoff allowed in the fit.

and lower energy cutoffs for the index-scaled IEMs compared
to the intensity-scaled variants. This is consistent with the
index-scaled models having overall better agreement with the
data at higher energy, and therefore attributing the positive
residual found for the intensity-scaled IEMs � 10 GeV to gas
related emission rather than to the new component. Within the
same IEM, the spectrum for the more peaked templates (NFW
and NFW-c for DM annihilation, and the 1� gaussian) present
softer indices and higher energy cutoffs. The NFW decay and
the 10� gaussian (the more extended templates) perform sim-
ilarly to each other for most IEMs.

Among the gaussian templates, the 2� and 5� gaussians per-
form better for the Pulsar IEMs, while the 5� and 10� gaus-
sians for the OB stars IEMs. This result is an indication that
the gaussian templates might be compensating for mismod-
elling of the IC contribution, whose morphology differs for

[The	Fermi-LAT	collab.,	1511.02938]	

Residuals	(1.6	—	10	GeV)	

Compatible with a DM interpretation
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• b quarks: m" = 48.7+6.4-5.2 GeV, 
�#v�= 1.75+0.28-0.2610-26cm3s-1, 
p-value=0.35 

• c quarks: m" = 38.2+4.7-3.9 GeV, 
�#v�= 1.24+0.15-0.1510-26cm3s-1, 
p-value=0.37 

• broken power law:  
 p-value=0.47 

• $=1.28+0.8-0.7

Fermi and Dark Matter searches
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• independent  
 confirmations 

• disprove alternatives 
• improved underst. 

 of halos in simulations 
 with baryons



Interpretation	(II):	Unresolved	sources?	

§  O(1000)	Millisecond	pulsars	(MSPs)	within	~1kpc	of	the	GC	[Abazajian+14]	

§  Young	MSPs	[O’Leary+15]	

§  MSPs	from	globular	clusters’	disruption	[Brandt+15]	

§  Non-poissonian	photon	statistics	template	analysis	[Lee+15]	

§  Wavelet	decomposition	of	the	gamma-ray	sky	[Bartels+15]	

31	[	Brandt+15	]	

6

scaling by luminosity. The red line is the average of the
spectra with and without weighting by L−1/2, i.e, as-
suming volume-limited and flux-limited samples, respec-
tively. The blue and orange hatching show the 1σ and
2σ uncertainties in the red spectrum as estimated from
bootstrap resampling of the 45 MSPs. For this exer-
cise, we have adopted the fitted spectra in Table I of
Cholis et al. (2014) and have neglected measurement er-
rors, fitting errors, and distance errors.
The difference in Figure 4 between the scaled and un-

scaled spectra results from a correlation between lumi-
nosity and spectral index. Distance errors will tend to
blur this correlation; the MSP spectrum of a population
at a single distance is likely to be slightly harder than the
red line in Figure 4. Including this effect and adding mea-
surement errors would not bring the MSP spectrum into
perfect agreement with the Galactic center excess, but it
could bring the 1σ discrepancy to as little as ∼20–30%
at 500 MeV. Selecting only those MSPs with |b| > 10◦

(38 of the 45 that pass our 1–3 GeV signal-to-noise cut)
would also marginally improve the agreement with the
spectrum of the GeV excess.
The discrepancy between our estimated average MSP

spectrum and the GeV excess is only significant at the
lowest energies (<800 MeV) where Fermi’s sensitivity is
rapidly falling. Uncertainties in Galactic diffuse emis-
sion are largest here (Calore et al. 2015). As a result,
there are spectrally correlated systematic errors in the
spectrum of the GeV excess not shown in the black
stars of Figure 4. Systematic errors can be quite large,
and can also arise from the method of masking point
sources and from the assumed morphology of the excess,
among other aspects of the fitting (Daylan et al. 2014;
Calore et al. 2015). Figure 4 also shows the systematic
errors from varying the diffuse backgrounds as estimated
by Calore et al. (2015). These gray and gold hatched
regions neglect statistical errors.

7. PROSPECTS FOR RADIO DETECTIONS

Our results show that a population of disrupted glob-
ular clusters, which must exist to explain the current
clusters, naturally predicts a field population of MSPs in
the Galaxy’s inner few kpc. These MSPs satisfy the spa-
tial, spectral, and luminosity requirements imposed by
the Fermi observations. A large population of MSPs in
a nuclear star cluster is another necessary consequence
of a population of disrupted massive globular clusters.
Such a population explains the 20–40 keV X-ray emis-
sion seen by NuSTAR (Perez et al. 2015) and implies
that many of the unidentified Chandra point sources may
be MSPs (Muno et al. 2004; Perez et al. 2015). Astro-
H (Takahashi et al. 2010) will also be sensitive to high-
energy X-rays, and could confirm the NuSTAR results.
A population of ∼1000 MSPs around Sgr A* can also
explain the observed TeV emission by inverse Comp-
ton scattering of the dense interstellar radiation field
(Bednarek & Sobczak 2013).
Radio observations could individually detect our pre-

dicted MSPs and confirm their identities. However,
the bulk of the radio observations to date have fo-
cused not on scales of tens to thousands of pc, where
most of our predicted MSPs lie, but in the inner-
most pc. This was motivated by theoretical estimates
predicting ∼100–1000 pulsars formed in situ within

Fig. 4.— The average spectrum of Fermi-detected field MSPs
adopting the fitted spectral parameters of Cholis et al. (2014). The
dotted-dashed blue line is the unweighted average spectrum. The
red line has selected only those MSPs detectable based only on
their 1–3 GeV flux (45 of 59 MSPs), and is the average of the spec-
tra expected for a population at uniform distance assuming the
Cholis et al. (2014) to be volume-limited and flux-limited. These
scenarios almost certainly bracket the truth. The blue and or-
ange hatching show 1σ and 2σ sample variances as estimated us-
ing bootstrap resampling. We have neglected errors in the MSP
distances and in the spectral measurements; both would tend to
alleviate the discrepancy with the observed Galactic center excess
(Daylan et al. 2014). The error bars on the Daylan et al. (2014)
fits are only statistical; systematic errors (which are spectrally cor-
related) are neglected. The gold and gray hatching show 1σ and 2σ
systematic uncertainties (neglecting statistical errors) as estimated
by Calore et al. (2015).

0.02 pc of Sgr A* (Pfahl & Loeb 2004). More re-
cently, Faucher-Giguère & Loeb (2011) noted that the
encounter rate in the inner 1 pc of the central star clus-
ter is comparable to that of the globular cluster Terzan 5
(which has many MSPs), and estimated that up to ∼1200
MSPs may be present in this region due to the deeper
gravitational potential well of Sgr A*. The disrupted
globular cluster scenario instead predicts these MSPs to
be found over a larger region: we predict ∼1,000 MSPs
within 3 pc of Sgr A*, and a further ∼1,000 MSPs within
300 pc (2◦, see Figure 1).
MSP observations towards the Galactic center are ex-

tremely challenging because of the large dispersion mea-
sures. Radio pulses at a frequency ν are broadened by
an amount τ = (1.3 ± 0.2)(ν/GHz)−3.8±0.2 (with τ in
seconds, Spitler et al. 2014), implying that MSPs may
not be observed below ∼8 GHz. The radio intensity of
pulsars scales steeply with frequency (I ∝ ν−1.6 to ν−1.8,
Kramer et al. 1998), so high-frequency detections require
extended integration times.
While discovering and timing MSPs 0.001 pc from

the central supermassive black hole would offer tanta-
lizing measurements of general relativity and tests of
alternative theories of gravity (Wex & Kopeikin 1999;
Kramer et al. 2004; Cordes et al. 2004; Pfahl & Loeb

Unresolved Source Populations in the Galactic Center 

•  Unresolved population of MSPs has long been proposed as an 
interpretation for the GCE (see e.g. Abazajian+ 2011, Abazajian 
& Kaplinghat 2012) 

•  Recent papers utilizing wavelets (Bartels et al. 2015) and non-
poisson template fitting (Lee et al. 2015) have indicated that the 
excess can be fully accounted for by unresolved sources 
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2008 and Sep 2013. We select both front and back con-
verted events in the energy range 1–4 GeV, which covers
the peak of the GCE spectrum. The inner Galaxy Region
Of Interest (ROI) spans Galactic longitudes |ℓ| ≤ 12◦

and latitudes 2◦ ≤ |b| ≤ 12◦. Eight control regions of the
same size are centered on ℓ = ±k ·20◦, with k = 1, 2, 3, 4.
The data is binned in Cartesian coordinates with a pixel
size of 0.1◦. We make use of the Fermi Science Tools
v9r32p5.

Wavelet peaks. Our analysis is based on the wavelet
transform of the γ-ray emission from the inner Galaxy.
The wavelet transform is defined as the convolution of the
photon count map C(Ω) with the wavelet kernel W(Ω′),

FW [C](Ω) ≡
∫

dΩW(Ω− Ω′)C(Ω′) , (1)

where Ω indicates the Galactic coordinates. Further-
more, we define the signal-to-noise ratio (SNR) of the
wavelet transform by

S(Ω) =
FW [C](Ω)

√

FW2 [C](Ω)
, (2)

where in the denominator the wavelet kernel is squared
before performing the convolution. If the γ-ray flux var-
ied only on scales much larger than the extent of the
wavelet transform, S(Ω) would behave like a smoothed
Gaussian random field.
For W(Ω′), we use the second member of the Mex-

ican Hat Wavelet Family, MHWF2, which was shown
to provide very good source discrimination power [32],
and already used for identification of compact sources in
Planck data [33]. The analytical form of the wavelet can
be derived by a successive application of the Laplacian
operator to the two-dimensional Gaussian distribution.
The width of the Gaussian is σb · R, where σb = 0.4◦

corresponds to the Fermi-LAT angular resolution at 1–4
GeV, and R is a tuning parameter. We found best re-
sults when R varies linearly with latitude from R = 0.55
at b = 0◦ to R = 0.91 at b = ±12◦. This compensates
to some degree the increasing variability of backgrounds
towards the Galactic disk, while still providing a good
source sensitivity at higher latitudes [33].
The resulting SNR of the wavelet transform, S(Ω),

from the inner Galaxy ROI is shown in Fig. 1 (the under-
lying count map actually covers an area up to ℓ, b = ±15◦

in order to avoid boundary effects). Remarkably, the
Galactic diffuse emission is almost completely filtered out
by the wavelet transform, whereas bright sources lead to
clear peaks. We adopt a simple algorithm for peak iden-
tification: Firstly, we find all pixels in S(Ω) with values
larger than the values in the four directly adjacent pixels.
Secondly, we clean these results from numerical artefacts
by forming clusters of peaks that have cophenetic dis-
tances below 0.3◦, and only keeping the most significant
peak in each cluster.
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FIG. 1. SNR of the wavelet transform of 1–4 GeV γ-rays,
S(Ω), with values as indicated in the color bar. Black (red)
circles show the position of wavelet peaks (3FGL sources) with
statistical significance S ≥ 2 (

√
TS ≥ 2); the covered area

scales with the significance. The dashed black lines indicate
the regions that we use in the statistical analysis. The inner
|b| < 2◦ are excluded because the strong emssion from the
Galactic disk leads to spurious sources.

In Fig. 1, we show the identified wavelet peaks with
S > 2, as well as the 3FGL sources that are detected
in the energy band 1–3 GeV with a significance above√
TS ≥ 2 [1]. At high latitudes, we find a good cor-

respondence between wavelet peaks and 3FGL sources,
both in position and significance as shown in Fig. 1. Close
to the Galactic disk, however, some of the 3FGL sources
are missing in the wavelet transform, which is caused by
the strong and variable Galactic diffuse emission in that
region. We find, averaged over all dim sources, a ratio of
S/

√
TS ≃ 0.6.

For the adopted CSP distribution, one can show that
most of the bright sources would be detected at least a
few degrees away from the GC. This is due to both projec-
tion effects and lower diffuse γ-ray backgrounds at high
latitudes. Our focus on latitudes |b| ≥ 2◦ avoids thus
regions where wavelet-based source detection is problem-
atic, without significant sensitivity loss.

3FGL sources. Before studying the statistics of the
SNR peaks, we remove almost all peaks that correspond
to known 3FGL sources based on a 0.3◦ proximity cut.
We only keep peaks that correspond to 3FGL sources
that are potentially part of the CSP. We identify such
MSP candidate sources by requiring that they (i) are
tagged as unassociated, (ii) show no indication for vari-
ability and (iii) have a spectrum compatible with MSPs.
The last criterion is tested by performing a χ2-fit of the
above MSP reference spectrum to the spectrum given in
the 3FGL (0.1–100 GeV; five energy bins). Only the nor-

Bartels et al. 2015, arXiv:1506.05104 
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FIG. 2: Best-fit source-count function for point sources within
10� of the Galactic Center with |b| � 2�, from NPTFs of data
with 3FGL sources unmasked (dashed, green) and masked
(solid, orange). Colored bands indicate 68% confidence in-
tervals. The black points show the source-count function of
the detected Galactic and unassociated 3FGL sources in this
region, with error bars as in Fig. 1. The number of observed
3FGL sources in each bin is indicated.

range is associated with both resolved and unresolved
PS emission; from the 3FGL-masked NPTF and using
the intensities of the 3FGL PSs, we find that 47+2

�2% of
the EGB is due to PS emission. These estimates appear
to be consistent with those in [13, 19], though a direct
comparison is made di⇥cult by the fact that these anal-
yses cover a di�erent energy range and only use the first
⌅11 months of Fermi data. Our estimates for Iiso agree
with the most recently published results from Fermi [20].

Next, we use the NPTF procedure to determine the
fraction of flux from unresolved PSs in the IG. The ROI
consists of all pixels within 30� of the GC with |b| ⇤ 2�,
masking out the plane. As above, we perform two anal-
yses, one on the full ROI and another with all 3FGL
PSs masked. For both cases, the source-count functions
and flux fractions are quoted with respect to the region
within 10� of the GC and |b| ⇤ 2�, with no PSs masked.
The source-count function of the Galactic and unassoci-
ated 3FGL PSs in the IG is given by the black points
in Fig. 2, with the number of PSs in each bin indicated.
The majority (⌅90%) of these PSs are unassociated.

These analyses include templates for the di�use
background, the Fermi bubbles, isotropic background,
NFW-distributed DM, and NFW-distributed PSs. The
isotropic-PS population contributes negligibly, but is ac-
counted for by using the best-fit source-count function
from the high-latitude fit. Prior ranges for the di�use-
background, Fermi -bubbles, and isotropic-background
template normalizations are restricted to within 20% of
the best-fit values found in the high-latitude analysis;
loosening this criterion does not alter the results.

Consider, first, the case where the 3FGL sources in the
IG are unmasked. The best-fit source-count function is

given by the dashed black line in Fig. 2 (68% confidence
interval in green), with parameters n1 = 2.50+0.34

�0.19, n2 =

�0.47+0.76
�0.93, and Fb = 1.48+0.41

�0.43 ⇥ 10�10 photons/cm2/s.
While the bright, resolved sources likely arise from a
thick-disk population, the NFW PS template still ab-
sorbs them in this case. When the 3FGL sources are
masked, the NPTF procedure yields a best-fit source-
count function with parameters n1 = 29.5+14.3

�15.4, n2 =

�0.57+1.11
�0.85, and Fb = 2.16+0.64

�0.43 ⇥ 10�10 photons/cm2/s
(solid black in Fig. 2, with 68% confidence interval in or-
ange). Below the break, the source-count function agrees
well with that found by the unmasked fit.

Our source-count functions di�er at low flux from
those previously considered in the literature, which were
motivated by population models and/or data for disk
MSPs [21–24]. In particular, our source-count functions
seem to consistently prefer an increasing dN/d logF be-
low the break, implying most sources lie close to the cut-
o� luminosity, while previously-considered source-count
functions tend to be flatter or falling in dN/d logF . If
confirmed, this may suggest novel features of the source
population; however, our results are currently also consis-
tent with a flat or falling dN/d logF within uncertainties.

The most pressing question to address is whether the
excess flux in the IG is better absorbed by the NFW
PS or NFW DM template. Fig. 3 shows the respec-
tive flux fractions, computed relative to the total pho-
ton count in the inner 10� region with |b| ⇤ 2�, with
the 3FGL sources unmasked in the fit (left panel) and
masked (right panel). Even with 3FGL sources masked,
the NFW PS+DM model is preferred over the DM-only
model by a Bayes factor ⌅107. The best-fit DM flux
fraction is consistent with zero in both cases. In con-
trast, the best-fit flux-fraction for the NFW PS model
is 12.4+1.1

�1.1% (5.23+1.07
�0.95%) when 3FGL sources are un-

masked (masked). The insets show the DM flux fractions
from fits that do not include an NFW PS template. In
the 3FGL-unmasked case (left), the mean DM flux frac-
tion is higher than in the masked case (right). This is
likely a combination of both the DM template absorbing
flux from the 3FGL sources and the PS mask removing
a large region near the GC; it is known that the overall
normalization of the excess decreases as the mask around
the GC increases [5]. Our results for the DM flux fraction
are consistent with other estimates [5, 6].

We estimate that the Galactic and unassociated 3FGL
sources contribute 4.3 ± 0.1% (statistical uncertainties
only) of the flux in the IG region, while the identified
extragalactic sources contribute 0.7± 0.05%. The bright
pulsar J1809-2332 may leak photons into the ROI, in-
creasing the detected PS flux by up to ⌅2.5%. Adding
the flux fraction from these identified 3FGL sources to
the best-fit flux fraction for the unresolved PSs gives a
total slightly lower than the best fit obtained when the
3FGL sources are unmasked in the NPTF.

The best-fit source-count function predicts a new
spherical population of PSs directly below the PS-
detection threshold in the IG. We estimate that half of

Lee et al. 2015, arXiv:1506.05124 
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Interpretation	(III):	Cosmic-ray	outbursts?	

32	

1)	HADRONIC	
E.g.,	protons	from	supernova	
remnants		
[Carlson&Profumo	14]	

2)	LEPTONIC	
E.g.,	multiple	burst	events	
injecting	electrons	
	[Petrovic+14,	Cholis+15]	
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Figure 3. As in figure 2, but for the case of a model with two cosmic-ray outbursts (Model C, see
Tab. 2). The dashed (dotted) line denotes the contribution from the younger (older) outburst, and
the solid line represents the sum of their contributions. This model provides the best fit of all those
we have considered in this study, yielding a p-value of 0.14.

In figure 4, we show the contributions in Model C from ICS (blue) and Bremsstrahlung
(red), from the 0.1 Myr old (dashed) and the 1 Myr old (dotted) outbursts. The Bremsstrah-
lung emission (which has been multiplied by a factor of 100 in order to be distinguishable
from zero) is always subdominant to the ICS emission in this model (except in the region
near the Galactic Plane, as discussed in Sec. 4.3).

– 13 –

[	Cholis+15	]	
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FIG. 4. Best-fit �-ray spectra for various analyses for the excess emission in the Galactic center region. In each panel we show three models of
the underlying proton spectrum: Solid lines show the hadronic �-ray emission for a broken power law proton injection spectrum where both
indices and the energy of the spectral break are varied. Dot-dashed lines employ the same functional form, but with the break in the spectral
index fixed to ⇥� = 1. The dotted lines represent an exponentially cutoff proton spectrum. In clockwise order and from the top left, the panels
show data from Daylan et al Pass 6V11 [21], Daylan et al Pass 7V6 [21], Gordan & Macı́as [19], and Abazajian et al [20]. Note that the top
row is normalized by the solid angle, while the bottom rows are integrated over the respective regions of interest.

initial spectral index. This indicates a weak spectral depen-
dence on �1 due to the natural ‘GeV-bump’ associated with
pion decay. This is also observed for in the fits to the other
analyses, where the initial index can have completely unphys-
ical values �1 >� 15 with only a very small change in the log-
likelihood. Later we will show contour plots for the BPLFix
model which indicate a strong covariance between the break
momentum and the low-energy spectral index, and acceptable
values of �1 over the large range 1.25-2.5.

In the bottom-left panel we show spectra taken from the full
model of Abazajian et al (Figure 3), Ref. [20], with statistical
errors added as discussed above. Even our conservative es-
timate of the systematic error leads to large uncertainties in
the spectrum, and all of our models provide acceptable fits.
Although the BPLFix model does not appear to fit the data
particularly well, we encourage the reader to review Figure
8 of Ref. [20] where a range of GCE spectra are shown de-
pending on the spectral model used in the likelihood fit. The

data shown here is for the measured residual – as opposed to
what results from a specific dark matter template – and cor-
responds approximately to the most strongly peaked model.
The “mean model” of Fig. 8 in Ref. [20] has a significantly
softer low-energy spectrum. The fit is also severely impacted
by the asymmetrically small number of data points above the
bump.

Finally, in the lower-right panel we show data from Gordan
& Macı́as (2013) which we found, again, to be well fit by all
models, with a preference for a slightly hardened low-energy
index of �1=1.73 for the BPLFix model and a break energy of
13.7 GeV.

Collectively, our results reveal two characteristic features:
Firstly, in most cases there is a slight preference for the PLExp
model; the BPL with free indices typically tend to converge
towards a PLExp form. One exception is the P7v6 fit from
Daylan where the BPLFix model is actually preferred. The
BPLFix models provide a reasonable fit throughout, with the

CR-induced	emission	may	vary	with	time	due	to	outburst	events	(black	hole,	starbursts)	



To	be	addressed	

•  Diffuse	emission	uncertainties	

–  New	satellite	missions	coming	with	improved	angular	resolution	

–  CTA	from	the	ground	(though	probably	too	high	energy	threshold	for	this…)	

–  Improved	models	of	CR	propagation	in	the	Galaxy.	
	

•  Sub-threshold	sources	in	the	inner	Galaxy	

–  Targeted	radio	and	X-ray	MSP	searches.	Future	radio	surveys.	

–  Sophisticated	gamma-ray	analysis	techniques		(e.g.	Bartels+15;	Lee+15)	

•  Exact	DM	density	profile	in	the	Inner	(<1-2	kpc)	Galaxy?	

–  Can	observations	help?	Probably	not	for	a	while.	MOONS	in	the	near	future?	

–  Simulations	and	the	cusp/core	issue	for	MW-like	galaxies.	C’mon	guys!	J	

	à	But	will	they	provide	a	reliable	answer	for	THIS	specific	case??	
33	



Band of GC excess fluxes 

•  The spectrum uncertainty band comes from 
–  Variations of GALPROP models and gas distribution 
–  CMZ source of CR electrons 
–  Fermi bubbles at low latitudes 
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Spectra are 
normalized to 4π sr  

Preliminary 

The	GC	excess	in	Fermi-LAT	Pass	8	data	
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•  Excess	persists	
•  Similar	excesses	at	other	longitudes	along	the	Galactic	Plane	

	à	not	expected	from	DM	
	à	diffuse	emission	residuals	can	mimic	a	DM	signal		

•  DM	limits	derived	incorporating	systematic	uncertainties	

D.	Malyshev,	for	the	LAT	collab.,		
[Gamma-rays	and	dark	matter,	Obergurgi,	Dic	15]	

A.	Albert,	for	the	LAT	collab.,		
[APS	meeting,	Apr	16]	
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Figure 14: Projected limits for 15 years of P8R2 SOURCE data, for annihilations to bb̄ as a function of the WIMP mass, m�,
when various levels of systematic uncertainty are included. The extrema of the color bands give the projected limits for the
NFW and gNFW with � = 1.2 radial profiles for a given level of systematic uncertainty. The left plot includes all Galactic
latitudes |b| < 30 �, the right plot excludes the Galactic plane (|b| < 2 �). The ellipses and cross indicate the best-fit region
obtained if the Galactic center excess is interpreted as a DM signal.

Fits for DM-like excesses in a scan of positions along the Galactic plane but away from the Galactic
center (i.e., where one does not expect signals from DM) find several other locations along the plane with
putative signals similar in size to the Galactic center excess (see, e.g., Fig. 11 of [65]). From a scan along the
Galactic plane in 10 � steps with 6 years of P8R2 CLEAN data we estimate that the systematic uncertainties
are of the order of f

syst

= 0.02, though they depend somewhat on energy and can reach f
syst

⇠ 0.06.
The fore/backgrounds are much brighter within a few degrees of the Galactic plane, and some authors
(e.g., [4, 65, 80]) have chosen to mask the plane and confine the analysis to |b| > 2 �, reducing both the
signal and the systematic uncertainties of the fore/background modeling.

It is di�cult to estimate how our understanding and modeling of the fore/backgrounds will evolve, or
our ability to rule out other contributors such as pulsars. However, as shown in Fig. 14, even if the modeling
uncertainties can be reduced to f

syst

= 0.01 the interpretation of the nature of the Galactic center excess
will be limited by systematic uncertainties of the background modeling. Thus, we believe that definitively
confirming or ruling out a DM interpretation of the Galactic center excess will require inputs from searches
of other DM targets or from other multi-wavelength data. In particular, if the Galactic center excess is due
to unresolved emission from pulsars, then additional LAT data should resolve some of those sources robustly
and provide targets for dedicated radio pulsation searches. If fact, arguments against pulsar interpretations
have relied on the non-observation of many pulsars in the Galactic center region in the LAT data [71, 74, 156].

4.5. Known Satellites of the Milky Way

Many DM subhalos have been discovered from optical surveys and follow-up spectroscopy as dark-matter-
dominated dwarf spheroidal galaxies (dSphs) residing within the DM halo of our own Galaxy. The known
dSphs have dynamical masses ranging from ⇠ 105 to 108 M� and stellar half-light radii between 0.02 and
0.7 kpc [157].

The known dSphs are identified as collections of old, metal-poor stars, kinematic analyses of which reveals
a binding DM halo up to a thousand times more massive than the stars themselves. Multi-wavelength
observations show that the objects contain little besides stars and DM [158–160]. Without the requisite
gas or cosmic-ray content, dSphs have no conventional mechanism for producing � rays. This means that
any DM signal originating from dSphs must contend only with the di↵use �-ray background. As dSphs are
primarily found far from the Galactic plane, the background intensity is often low and spectrally featureless.

Fitting the NFW density profile to the stellar velocity dispersions observed in the nearest dSphs yields
J factors on the order of 1019 GeV2 cm�5. These values are fairly robust; they are insensitive to both the
shape of the inner density profile and the level of substructure within the dSph. However, for particular dSphs

19

Control	of	systematics	critical	

35	

Silverwood+14	Charles,	MASC+	[1605.02016]	

FERMI	LAT	 CTA	
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Dark	Matter	search	strategies	
																	Satellites	

Low	background	and	good	

source	id,	but	low	statistics	

						Milky	Way	Halo	
Large	statistics,	but	diffuse	

foregrounds	

								Spectral	Lines	
Little	or	no	astrophysical	uncertainties,	

	good	source	id,	but	low	signal	expected	

Dark	Matter	simulation:	
Pieri+(2009)	arXiv:0908.0195	

Galaxy	Clusters	
Large,	extended	signal,	but	diffuse	
background	and	astrophysics	

											Isotropic	background	
Large	statistics,	but	astrophysics,	galactic	
diffuse	foregrounds,	signal	uncertainties	

				Galactic	Center	
Largest	statistics,	but	source		

confusion/diffuse	foregrounds	
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GHALO	simulation	[Stadel+09]	
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GHALO	simulation	[Stadel+09]	
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DWARFS	
Dark	satellites	

Milky	Way		
virial	radius	

CDM	HALO	SUBSTRUCTURE	



The	role	of	DM	substructure		
in	γ-ray	DM	searches	

40	

Both	dwarfs	and	dark	satellites	are	highly	DM-dominated	systems	
	

	à	GOOD	TARGETS	
	
	
The	clumpy	distribution	of	subhalos	inside	larger	halos	may	boost	the	
annihilation	signal	importantly.	

	
	à	SUBSTRUCTURE	BOOSTS	

	
	



Dwarf	spheroidal	satellite	galaxies	

o  The	most	DM	dominated	systems	known	in	the	Universe.	

o  Nearly	30	confirmed	dwarfs	in	the	Milky	Way.	More	on	the	way!	

o  Close	to	us.	Several	of	them	within	50	kpc.	

o  Free	from	bright	astrophysical	gamma-ray	sources	

41	



Fermi-LAT	DM	search	in	dwarfs	

Joint	likelihood	analysis	of	15	dwarfs	

Makes	use	of	Pass	8	data	

X. FIGURES & TABLES
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FIG. 1. Known dwarf spheroidal satellite galaxies of the Milky Way overlaid on a Hammer-Aito�
projection of a 4-year LAT counts map (E > 1 GeV). The 15 dwarf galaxies included in the
combined analysis are shown as filled circles, while additional dwarf galaxies are shown as open
circles.
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No	gamma	signal	à	DM	limits	

Excludes	thermal	WIMPs	<100	GeV	

Expectation	bands	from	control	regions	
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Relevance	of	these	limits	

Most	robust	and	competitive	limits	in	the	<1	TeV	WIMP	mass	regime	so	far.	
	

Dwarfs	as	a	test	of	the	GeV	GC	excess.	
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(Bullock et al. 2009) 

We	know	~2	dozens	of	dwarfs,	but…
~500	dSphs	inside	the	virial	radius?		
	

(Tollerud+08;	Walsh+09;	Hargis+14)	
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SDSS DR10 + DES Y2

31

– 6 –

Fig. 1.— Locations of the eight new dwarf galaxy candidates reported here (red triangles) along

with nine previously reported dwarf galaxy candidates in the DES footprint (red circles; Bechtol

et al. 2015; Koposov et al. 2015a; Kim & Jerjen 2015b), five recently discovered dwarf galaxy

candidates located outside the DES footprint (green diamonds; Laevens et al. 2015a; Martin et al.

2015; Kim et al. 2015a; Laevens et al. 2015b), and twenty-seven Milky Way satellite galaxies known

prior to 2015 (blue squares; McConnachie 2012). Systems that have been confirmed as satellite

galaxies are individually labeled. The figure is shown in Galactic coordinates (Mollweide projection)

with the coordinate grid marking the equatorial coordinate system (solid lines for the equator and

zero meridian). The gray scale indicates the logarithmic density of stars with r < 22 from SDSS

and DES. The two-year coverage of DES is ⇥ 5000 deg2 and nearly fills the planned DES footprint

(outlined in red). For comparison, the Pan-STARRS 1 3⇥ survey covers the region of sky with

�2000 > �30� (Laevens et al. 2015b).

Blue   - Previously discovered satellites 
Green - Discovered in 2015 with  
             PanSTARRS/SDSS

Red outline - DES footprint 
Red circles - DES Y1 satellites 
Red triangles - DES Y2 satellites

DES Collaboration [1503.02584]
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Recent	discovery	of	new	satellites												

DES	collab.,	1503.02584	
DES	collab.,	1508.03622	
Leavens+15	

4	additional	DES	dwarfs	reported	from	outside	the	DES	collab.	
(Koposov+15,	Kim&Jerjen15,	Kim+15,	Martin+15)	

>20	NEW	DWARF	
CANDIDATES		
in	2015	alone!	
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Discovery Timeline

SDSS Begins

DECam Installed

DES Year 1

DES Year 2

Discovery	timeline	

A.	Drlica-Wagner	for	the	LAT	and	DES	collaborations	
[UCLA	DM	2016,	Feb	2016]	



Search	for	γ-ray	emission		
from	the	DES	dwarf	candidates	with	the	Fermi	LAT	

47	

•  No	gamma-ray	signal	found		

à Upper	limits	to	the	gamma-ray	flux.	
	

•  Assuming	they	are	dwarfs	and	share	similar	
properties,	we	can	combine	individual	results	

•  Most	significant	excess	is	<	1σ

[	Drlica-Wagner,	on	behalf	of	LAT	and	DES	collab.,	UCLA	DM	2016	]	
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Figure 7. Expected sensitivity on the DM annihilation cross section for the bb̄ (left) and ⌧+⌧� (right) channels. The expected sensitivity
is calculated as the median 95% confidence level upper limit from 300 sets of random blank sky locations. Dashed red curves show the
median sensitivity for the combined analysis of the nominal sample derived assuming J-factor uncertainties of 0.8, 0.6, and 0.4 dex for the
objects with distance-based J-factor estimates. The “No Uncertainty” expectation curve is derived assuming zero J-factor uncertainty for
all objects and represents the limiting sensitivity attainable by reducing J-factor uncertainties. The dashed black line shows the median
expected sensitivity for the sample of 15 dSphs used in the combined analysis of Ackermann et al. (2015b). Closed contours and marker
show the best-fit regions (at 2� confidence) in cross-section and mass from several interpretation of the Galactic center excess (Gordon &
Macias 2013; Daylan et al. 2014; Abazajian et al. 2014; Calore et al. 2015).

101 102 103 104

DM Mass (GeV)

10�27

10�26

10�25

10�24

10�23

h�
vi

(c
m

3
s�

1
)

bb̄

Ackermann et al. (2015)

Nominal Sample

Median Expected

68% Containment

95% Containment

Thermal Relic Cross Section
(Steigman et al. 2012)

Figure 8. Upper limits (95% confidence level) on the DM annihilation cross section derived from a combined analysis of the nominal
target sample for the bb̄ (left) and ⌧+⌧� (right) channels. Bands for the expected sensitivity are calculated by repeating the same analysis
on 300 randomly selected sets of high-Galactic-latitude blank fields in the LAT data. The dashed line shows the median expected sensitivity
while the bands represent the 68% and 95% quantiles. Spectroscopically measured J-factors are used when available, otherwise J-factors are
predicted photometrically with an uncertainty of 0.6 dex (solid red line). The solid black line shows the observed limit from the combined
analysis of 15 dSphs from Ackermann et al. (2015b).

excesses above the background in the direction of any of631

our targets. Four of the targets (including two nearby632

systems) exhibit small excesses with local significance of633

<2.5�. However, the most significant target is at a he-634

liocentric distance of > 200 kpc and is not expected to635

have a large DM annihilation signal. Since the charac-636

teristics of the DM particle (i.e., mass and annihilation637

channel) are expected to be the same in all dSphs, we per-638

form a combined analysis on the sample of confirmed and639

candidate dSphs. We use a simple scaling relationship640

to derive the predicted DM annihilation signal in sys-641

tems without spectroscopic data. When considering the642

ensemble of targets, the �-ray data are consistent with643

the background-only null hypothesis. The maximum ex-644

cess found in a joint likelihood analysis of our nominal645

target sample yields a maximum global significance of646

pglobal = 0.65 (�0.39�) for a DM mass of 15.8 GeV an-647

nihilating via the ⌧+⌧� channel.648

We calculate the median expected sensitivity assuming649

the DM contents of the new candidate dSphs are com-650

parable to those of previously known dSphs. The ex-651

pected sensitivity to DM annihilation improves as more652

targets are added, and depends on the precision with653

which the J-factors of the new systems can be measured,654

as well as the DM mass and annihilation channel being655

tested. Assuming that the J-factors of the new systems656

can be measured with an uncertainty of 0.6 dex, the im-657

provement in sensitivity is ⇠ 50% for hard annihilation658

spectra. More precisely determined J-factors could im-659

prove the sensitivity by a factor of two compared to the660

analysis of Ackermann et al. (2015b), motivating deeper661

spectroscopic observations with both current and future662

instruments (e.g., Bernstein et al. 2014; Skidmore et al.663

2015).664

Relative to the combined analysis of Ackermann et al.665

(2015b), the limits derived here are ⇠ 50% less con-666
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Looking Forward

• A large spectroscopic campaign is 
underway to classify and characterize 
newly discovered systems 

• Future sky coverage: 
• DES Y3+: a few hundred deg2  

(and greater sensitivity) 
• Additional DECam  

observations beyond DES 

• LSST: 20,000 deg2  
(and much greater sensitivity) 

• Increased sensitivity: fainter systems 
with large angular sizes 
• Do galaxies extend to even lower 

surface brightness? 
• Are there very nearby ultra-faint 

dwarf galaxies?

DES

Figure 5.  A graph showing the time spent observing during the night color-coded 
by filter. The enclosing curves indicate the time of civil (−6°), nautical (−12°), and 
astronomical (−18°) twilight. Note that only z- and y-filters are used between 
astronomical and nautical twilight. The Moon’s illumination (in percent) is indicated 
by the arbitrarily scaled white curve at the bottom of the plot. 

The LSST Operations Simulator models the telescope’s design-specific opto-mechanical system performance and site-specific conditions to simulate how observations may be obtained during a 10-year survey. We have found that a remarkable range of 
science programs are compatible with a single feasible cadence. The Simulator incorporates detailed models of the telescope and dome, the camera, weather and an improved model for scheduled and unscheduled downtime, as well as a scheduling strategy 
based on ranking requests for observations from a small number of observing modes attempting to optimize the key science objectives. Each observing mode is driven by a specification which ranks field-filter combinations of target fields to observe next. The 
output of the simulator is a detailed record of the activity of the telescope - such as position on the sky, slew activities, weather and various types of downtime - stored in a MySQL database. Sophisticated tools are required to mine this data in order to assess 
the degree of success of any simulated survey in some detail. An analysis tool has been created (SSTAR) which generates a standard report describing the basic characteristics of a simulated survey; an analysis framework is being designed to allow for the 
inter-comparison of one or more simulated surveys and to perform more complex analyses. Visualization software is being used to interactively explore the survey history and to prototype reports for the analysis framework, and we are working with the 
ASCOT team (http://ascot.astro.washington.edu) to determine the feasibility of creating our own interactive tools. The next phase of simulator development will include look-ahead to continue investigating the trade-offs of addressing multiple science goals 
within a single LSST survey. 

C.E.$Petry1,$M.$Miller2,$K.$H.$Cook3,$S.$Ridgway2,$S.$Chandrasekharan2,$R.$L.$Jones4,$K.$S.$Krughoff4,$Z.$Ivezic4,$V.$Krabbendam2$$
!1Univ.!of!Arizona,!2Na1onal!Op1cal!Astronomy!Observatory,!3Large!Synop1c!Survey!Telescope,!4Univ.!of!Washington!

  Demonstrated the need for a 9.6 deg2 field of view. 
  Motivated the need for 5 filters in dewar instead of 4 filters based on 

filter usage during each night. 
  Provided survey coverage statistics by site to the site selection 

committee. 
  Assessed the impact on the survey of various telescope changes, 

such as dome crawl. 
  Supported engineering requirements analysis. 

The Operations Simulator creates a 10-year survey of the available sky 
primarily with a universal cadence. Post-processing and analysis tools  assess 
the ability of the survey to meet sky coverage and revisit requirements specified 
by each of the LSST key science programs (see Tyson et al., this session). 

THE OPERATIONS SIMULATOR VISUALIZATION, ANALYSIS & REPORTING 

Figure 7.  The number of visits with single visit depth (magnitudes) in each 
filter. The legend shows 25th, 50th (median), and 75th percentiles for each 
curve. The tickmarks above each curve indicate the value of single visit depth in 
ideal seeing and an airmass of 1.0. 

Single Visit Depth 

Figure 10.  The number of fields with co-added depth in each filter. The legend 
shows 25th, 50th (median), and 75th percentiles for each curve. 

Co-Added Depth 

Figure 6.  An example of a survey diagnostic. This plot shows that observations 
during an arbitrary lunar cycle are made using bluer filters in darker skies (low 
Moon illumination or Moon is set) and redder filters  when the sky is brighter. 
The y-filter is taken out of the camera during new moon when the u-filter is put 
in, so there are no y-observations during low moon illumination. 

Correlation between Sky Brightness & Filter Choice 

Figure 8.  A map of the difference between the co-added depth calculated for 
each field and the design specification for the Wide-Fast-Deep co-added depth 
at zenith. Positive values exceed this ideal specification. 

Co-Added Depth Compared to a Zenith Depth Spec 

Figure 1.  A graphical summary of observing constraints for the LSST survey 
from Cerro Pachon, in equatorial (top) and galactic coordinates (bottom). The 
two dashed blue lines outline the 24,000 deg2 region for which the minimum 
airmass reaches values <1.4. The galactic plane regions with the highest stellar 
density are enclosed by solid red lines and include 1,000 deg2. For the Wide-
Fast-Deep (WFD) observing program, we use 18,000 of the possible 24,000 
deg2 to meet the Science Requirements Document (SRD) design goal.  The 
WFD science program is designed to provide data for cosmology, transients 
and moving objects. 

SURVEY STRATEGY 

Figure 9.  The number of visits acquired for each field is plotted in Hammer-
Aitoff projection for each filter. 

Number of Visits to Each Field 

Inventory of Observation Time in 10-Year Survey 

Coverage on the Sky 

Figure 2.  The number of visits obtained in each field in the r-filter for the first 
year of a survey is indicated by the shaded areas. Each of the areas of interest 
(labeled) has a specific cadence definition. It should be noted that this is the 
spatial distribution of the number of visits in the first year of a survey, and will 
not be as uniform as for the full 10-year survey (see Figure 9). 

Figure 3.  A conceptual model of the Operations Simulator software.  In any 
simulated survey, an observing target is chosen based on the current sky 
conditions, the time needed to slew to candidate fields, and the simulated 
observing history, as well as by weighing the needs of all active science 
observing modes. 

BASELINE / REFERENCE SURVEY – OPSIM3.61 

Constraints 

There have been three major advancements: 

  Improved scheduled downtime implemented with a user-settable 
configuration file having parameters for timing and duration.  

  Implementation of random downtime through addition of a tool which 
generates a sequence of random downtime intervals.  

  Improved execution speed for a simulation by changing the way the 
cloud and seeing data is accessed. 

Figure 4.  A conceptual model for the current standard analysis tools, the 
Simulated Survey Tools for Analysis and Reporting (SSTAR).  The tool 
accesses the survey history generated by the Simulator, creates a number of 
science metrics, and outputs a report. 

The static SSTAR standard report is a useful initial characterization of a simulated 
survey and contains analyses which compare to the design and stretch specs 
from the SRD. To more fully assess how well a survey meets a particular science 
goal, the development of science metrics is needed (see Chandrasekharan et 
al., this session).  The process of making sense of the data requires the ability to 
explore and analyze it in an interactive way, and to communicate and 
collaborate about the results. To this end we are 

  Working with Science Collaborations to develop figures of merit. 

  Designing an efficient and extensible framework for  the figures of merit. 
  Enabling comparisons between simulated surveys. 
  Using visualization software for fast analysis and rapid prototyping. 
  Working with the ASCOT Team to explore the feasibility of creating our own 

interactive analysis tools (http://ascot.astro.washington.edu). 

  Develop multiple scheduling algorithms or strategies. 
  Expand LSST observing modes (e.g., more flexible cadences). 
  Experiment with dithering algorithms. 
  Include higher fidelity sky brightness models (e.g., twilight & 

scattered light). 
  Implement an improved weather model. 
  Include logic to plan observations based on upcoming events such 

as sunrise, downtime or cloudy weather (not trivial). 

Future Work 

Achievements 

Software 

For more information about cadence design and the science programs, please 
visit our public website at  http://www.lsst.org/lsst/opsim 

Science Collaboration members can find data sets linked from the Science Wiki 
and at  https://www.lsstcorp.org/opsim/home 

LSST

g-band

•  Large	spectroscopic	campaign	
underway	

•  More	sky	coverage:	

•  DES	Y3+:	a	few	hundred	
more	sq.deg	at	greater	
sensitivity.	

•  LSST:	20,000	sq.	deg.	with	
much	greater	sensitivity	

•  Increased	sensitivity	
•  Are	there	hyper-faint	galaxies	

out	there?	
•  Any	very	nearby?	

Data:	looking	forward	
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Baryonic impact on dark matter 5
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Figure 3. The number density of subhalos in different mass ranges as a
function of distance to the center of the main halo, both for the DMO (black
symbols) and Hydro (red symbols) simulations. The distance r is normal-
ized to the virial radius of the main halo, while the subhalo abundance is
normalized to hniDMO, the total number of DM subhalos identified in the
DMO simulation divided by the entire volume enclosed by rvir. The top,
middle and bottom panels show subhalos in three different mass ranges,
as indicated by the maximum rotational velocity vmax > 5 km s�1,
vmax > 10 km s�1, and vmax > 20 km s�1, respectively. The error
bars are computed using the Poisson error

p
N

r

, where N

r

is the number
of subhalos within each radial bin. The dashed lines are fits to the Einasto
profile, as given by Eqn. (1).
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Figure 4. . The cumulative distribution of the number of subhalos from the
DMO (black solid line) and Hydro (red solid line) simulations, as a function
of the maximum rotational velocity vmax (top panel) and the subhalo mass
Msub (bottom panel). The gray dashed lines are fits from the literature,
N(> vmax) / v

�3
max (top panel), or N(> Msub) / M

�1
sub (bottom

panel). Bright satellites (subhalos that have stars) are represented by the
pink solid curve, while observations by Peñarrubia et al. (2008a) are shown
with blue dots, for comparison.

tion rates of subhalos (D’Onghia et al. 2010a; Yurin & Springel
2014).

A comparison of the cumulative distribution of DM subhalos
between the DMO and Hydro simulations is shown in Figure 4.
Both simulations show a power-law distribution of the subhalo
abundance, N(> vmax) / v�3

max in terms of maximum rotational
velocity, and N(> Msub) / M�1

sub in terms of mass, similar to the
relations reported for DM subhalos based on the Aquarius simula-
tions (Springel et al. 2008) and the Phoenix simulations (Gao et al.
2012). The slopes of both distribution functions are similar in our
DMO and Hydro simulations. However, the total number of subha-
los in the Hydro simulation is consistently lower by ⇠ 50% than in
the DMO case, except for the range where vmax > 35 km s�1 (or
equivalently Msub > 4⇥ 109 M� in terms of mass).

The bright satellites, which are here defined as subhalos con-

c� 2015 RAS, MNRAS 000, 1–19

Zhu+15	

8 Hargis, Willman, and Peter
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Fig. 3.— Predicted number of ultra-faint dwarfs for each of the three toy models as a function of survey r band limiting magnitude for
LSST and DES. The results for the brighter and fainter subsets of the ultra-faints are shown in the top and bottom panels, respectively.
The error bars show the 10/90 percent confidence intervals as described in §4.

Simulations:	looking	forward	

Hargis+14	

Impact	of	baryons	on	this	number?	

How	many	dwarfs	should	we	expect?	



E.g,		what	Fermi	LAT	can	still	do	
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possibly hundreds by LSST [179, 180], however many of these dSphs would be more distant and have
correspondingly smaller J factors. Even so, LSST is still likely to contribute many dSphs with J factors
above 1019 GeV�2 cm�5, and is also likely to contribute at least some dSphs with larger J factors than any
discovered by DES [181].

In practice, the distribution of J factors for the DES dSphs has been similar to previously discovered
dSphs, in spite of the greater depth of the DES survey. This could reflect that the dwarf galaxy luminosity
function continues below the faintest objects discovered by SDSS, or it could simply be that the DES survey
region has an excess of dSphs, because of the influence of the nearby Magellanic clouds.

We will take 60 total dSphs as a conservative estimate of the total number of dSphs that can be used
as targets for LAT searches, i.e., having J factors that are large enough and well determined enough to
contribute the sensitivity of a joint analysis.

As an all-sky monitor, the LAT has already, and will continue to, observe the new targets for the duration
of its lifetime. All that is required to incorporate them into a joint analysis are locations and J factors and
their uncertainties. To project the increased sensitivity that will result, we simulated 200 realizations of our
entire search using the “ROI-specific photon simulations” and “Binned model map simulations” described
in App. D but duplicated our target set3 up to three times to reach 60 in total. The e↵ect of additional
targets on the search sensitivity is illustrated in Fig. 15.
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Figure 15: Projected upper limits on the WIMP annihilation cross section from the joint analysis of dSphs as a function of
the size of the dSph sample on the assumption of 6- (left) and 15-year (right) data sets with P8R2 SOURCE data. The solid
black curve shows the observed limit from the analysis of 15 known dSphs with 6 years of P8R2 SOURCE data [5]. Projections
correspond to the median expected limit for the given number of dSphs and observation period from 200 simulated realizations
of the entire search (see text for details).

We also examined how the expected sensitivity scales with time for di↵erent masses and annihilation
channels. Fig. 16 shows the mean of the ratio of expected limits for all of the simulated dSphs. Because
of the softer spectrum in the bb̄ channel, the improvement in that channel is close to the expectation for
a background-limited search (i.e., it scales as

p

t) for low masses, improves with increasing mass, but does
not reach the linear scaling we would expect for a purely signal limited search. On the other hand, in the
harder ⌧+⌧� channel, the scaling behavior transitions from the background limited to signal limited cases
around 100 GeV.

The slope of the projected upper limit curve near 100 GeV is close to one (⇠ 1.1 to 1.2 ) cm3 s�1/ GeV.
The mass for which the thermal relic cross section will be excluded scales as the inverse of the slope times
the improvement on the limits on h�vi. This results in considerable extension of the mass range with limits
at or below the thermal relic cross section with additional data, up to > 400 GeV (> 200 GeV) in the bb̄
(⌧+⌧�) channel with 60 dSphs and 15 years of data, see Fig.17.

3The targets were placed at random locations and with J factors (and J factor uncertainties) sampled from the posterior
distribution.

21

Charles,	MASC,	et	al.,	
Physics	Reports,	accepted	
[1605.02016]	

More	data	More	dwarfs	

More	data	+	dwarf	discoveries	will	provide:	
à best	tool	to	improve	upon	the	current	DM	limits	significantly.		
à An	independent	test	of	the	GC	excess	as	due	to	DM.	
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DWARFS	
Dark	satellites	

Milky	Way		
virial	radius	

CDM	HALO	SUBSTRUCTURE	



Measured dark matter distributions

Alex Drlica-Wagner   |   UCLA DM 2014
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Low-mass	subhalos	might	host	few	or	no	stars	à	no	optical	counterpart.	
Gamma-rays	from	DM	annihilations	may	be	the	only	way	to	find	them!	

	
	

Could	some	of	them	be	better	candidates	than	dwarfs?	
How	many	of	these	low-mass	subhalos	are	potentially	detectable?	

	
	
	
	
	
	
	
	
	

																					

Should	we	expect	any	DM	
satellite	e.g.	here?	

A.Drlica-Wagner	DPF	2013	

J(Ψ0 ) = dΩ
ΔΩ

∫ ρDM
2 [r(λ)]dλ

l.o.s.∫



DM	constraints	from	DM	satellites		

I.  J-factors	+	Particle	physics	model		à	annihilation	luminosities	

II.  Fermi	sensitivity	maps	to	DM	anniihilations	à	number	of	detectable	DM	satellites	

III.  Predictions	versus	data	à	DM	constraints	

–  1/3	of	the	sources	3FGL	catalog	remains	unidentified	(~1000	unIDs)		

–  The	more	astrophysical	associations	the	better	for	the	limits!	 53	

VS	

predictions	 observed	γ-ray	sky	



Example	of	constraints	from	dark	satellites	
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Data:	The	more	uniD	associations	the	better!	
Simulations:	How	would	this	picture	change	by	including	baryons	in	the	game?		

3FGL Galactic Demographics 7

Fig. 6.— Upper limits on the dark matter annihilation cross sec-
tion for the bb̄ channel assuming 14 subhalo candidates at |b| � 20�

(black solid line). The dashed red line is an upper limit derived
from the Via Lactea II simulation when zero 3FGL subhalos are
adopted (Schoonenberg et al. 2016). The blue line corresponds to
the constraint for zero 3FGL subhalo candidates using the Aquarius
simulation instead (Bertoni, Hooper, & Linden 2015). The hori-
zontal dotted line marks the canonical thermal relic cross section
(Steigman, Dasgupta, & Beacom 2012).

2013; Calore, Cholis &Weniger 2015; Daylan et al. 2014).

8. CONCLUSIONS AND OUTLOOK

We find that the set of variables provided in the
Fermi LAT catalogs have the ability to e↵ectively predict
gamma-ray source classes in the 3FGL dataset. After
careful examination of various Galactic demographics,
we find that the 34 additional high-latitude Galactic can-
didates predicted using machine-learning classifiers can
be accommodated by existing pulsar population synthe-
sis models without the need to introduce undiscovered
globular clusters, dark matter subhalos, or gamma-ray
emitting ultra-faint dwarf galaxies. On the other hand,
if these objects were produced by annihilating dark mat-
ter, the upper limits on the annihilation cross section
are starting to approach values at or below the canonical
thermal cross section for energies . 100 GeV.
The discovery of radio and gamma-ray pulsations will

be crucial to address the spectral degeneracy between
dark matter annihilation and pulsar emission. However,

blind searches will face greater obstacles in noisy MSPs
and fainter gamma-ray sources as Fermi continues oper-
ations. Table 4 shows projected discoveries of MSPs for
10 years of Fermi LAT data taking. The most promis-
ing follow-up strategy to break these degeneracies will
rest on our ability to detect pulsations going from the
brightest to the faintest Galactic candidates. Some of
these searches for the most elusive gamma-ray pulsars
are being conducted by the distributed volunteer com-
puting sources, Einstein@Home (Pletsch et al. 2013).
New discoveries will require even larger computing re-
sources and new search strategies.
Optical, ultraviolet and X-ray searches for binary ob-

jects with temporal variability could also enhance the
chances for finding millisecond pulsars (Romani & Shaw
2011; Bogdanov & Halpern 2015). Incidentally, the ad-
dition of new MSPs will also bring us closer to the detec-
tion of nanohertz gravitational waves based on pulsar-
timing arrays (Taylor et al. 2016). Should additional
high-latitude Galactic candidates be confirmed as pul-
sars, new swaths of annihilation cross sections will be dis-
favored by direct comparison with statistics from cosmo-
logical numerical simulations of Milky Way-like galaxies.
Therefore, subhalo searches represent a powerful com-
plementary method to existing probes of dark matter
annihilation.
Clearly, there ought to be dedicated multiwavelength

campaigns to map the error ellipses of high-latitude
Galactic candidates for which no radio/gamma-ray pul-
sations are found. Finally, the improvements in position
and photon flux a↵orded by Pass 8 analysis (Atwood et
al. 2013) should further enhance machine-learning pre-
dictions in the future Fermi LAT Fourth Source Catalog
(4FGL).

Acknowledgments. This research was supported by a
senior appointment to the NASA Postdoctoral Program
at the Goddard Space Flight Center, administered by
Universities Space Research Association through a con-
tract with NASA. MASC is a Wenner-Gren Fellow and
acknowledges the support of the Wenner-Gren Founda-
tions to develop his research. We thank Seth Digel for
helpful suggestions.

REFERENCES

Abazajian K. N., & Kaplinghat M. 2012, Phys. Rev., D86, 083511
Abdo, A. A., Ajello, M., Allafort, A., et al. 2013, ApJS, 208, 17
Acero, F., Ackermann, M., Ajello, M., et al. 2015, ApJS, 218, 23
Ackermann, M., Albert, A., Baldini, L., et al. 2012a, ApJ, 747,

121
Ackermann, M., Ajello, M., Allafort, A., et al. 2012b, ApJ, 753, 83
Ackermann, M., Albert, A., Anderson, B., et al. 2015a, Phys.

Rev. Lett., 115, 231301
Ackermann, M., Albert, A., Baldini, L., et al. 2015b, Science, 350,

801
Ackermann, M., Ajello, M., Atwood, W., et al. 2016, ApJS, 222, 5
Ade, P. A. R., Aghanim, N., Armitage-Caplan, C., et al. 2014,

A&A, 571, A16
Ajello, M., Albert, A., Atwood, W. B., et al. 2016, ApJ, 819, 44
Ahn, C. P., Alexandro↵, R., Allende Prieto, C., et al. 2014, ApJS,

211, 17
Alcock, C., Allsman, R. A., Alves, D. R., et al. 1997, ApJ, 474,

217

Atwood, W. D., Albert, A., Baldini, L., et al. 2013, ArXiv
e-prints, arXiv:1303.3514

Baltz, E. A., Taylor J. E., & Wai, L. L. 2007, ApJ, 659, L125
Bartels, R., Krishnamurthy, S., & Weniger, C. 2016, Phys. Rev.

Lett. 116, 051102
Bechtol, K, Drlica-Wagner, A., Balbinot, E., et al. 2015, ApJ,

807, 50
Belikov A. V., Buckley M. R., & Hooper D. 2012, Phys. Rev. D,

86, 043504
Bergstrom, L., Ulio, P., & Buckley, J. H. 1998, Ast. Phys., 9, 137
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FIG. 10. Left: The weighted number of unassociated, non-variable (variability index < 80), bright (F > 7 ⇥ 10�10 cm�2s�1,
E� > 1 GeV), high-latitude (|b| > 20�) 3FGL sources as a function of dark matter mass (assuming annihilations to bb̄), defined
as twice the sum of the p-values for all of the candidate sources under consideration. Right: The 95% upper limit on the dark
matter annihilation cross section derived from this source population. The dashed line represents the constraint that would
have been derived if zero subhalo candidates had been observed. For high values of the dark matter mass, the weighted number
of sources is only slightly greater than zero, and these two lines are almost identical. For lower masses, in contrast, many
subhalo candidates exist and the resulting constraint is somewhat weaker.

FIG. 11. Left: The 95% upper limit on the dark matter annihilation cross section, for a variety of annihilation channels. Right:
A comparison of the limit presented here to those derived from gamma-ray observations of dwarf spheroidal galaxies [12], the
Galactic Center [14], the extragalactic gamma-ray background [15], and the Large Magellanic Cloud [25]. Also shown is the
region of parameter space that is able to account for the gamma-ray excess observed from the region surrounding the Galactic
Center [26–32], as presented in Refs. [33, 34] (assuming a local dark matter density of 0.4 GeV/cm3 and a scale radius for the
Milky Way’s halo profile of 20 kpc).
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à  Fermi	+	CTA	will	(fully?)	test	the	thermal	cross-section	value	(by	~2020?)	

à  New	instruments	from	the	ground	and	on	space	(CTA,	GAMMA-400,	HERD)	

à  These	limits	only	possible	if:	

à  	reliable	J-factor	estimates	from	dwarfs	are	available	in	the	future	

à  Understand	and	control	the	systematics	

à  As	usual,	simulations	can	guide	us	in	the	search!	

Charles,	MASC,	et	al.,	
Physics	Reports,	accepted	
[1605.02016]	



Outline	

Ø  Astrophysical	(Galactic)	fore/backgrounds	

Ø  Galactic	targets:	
Ø  Galactic	center	
Ø  Dwarfs	
Ø  Dark	satellites	

Ø  Subhalo	boosts	to	the	annihilation	signal	

56	

For	each	of	the	items	above:			
i)  Current	status	
ii)  Open	issues	
iii)  Possible	ways	to	address	them	(simulations,	data).	



The	role	of	DM	substructure		
in	γ-ray	DM	searches	

57	

Both	dwarfs	and	dark	satellites	are	highly	DM-dominated	systems	
	

	à	GOOD	TARGETS	
	
	
The	clumpy	distribution	of	subhalos	inside	larger	halos	may	boost	the	
annihilation	signal	importantly.	

	
	à	SUBSTRUCTURE	BOOSTS	
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DM	annihilation	boost	factor	from	substructure	

Since	DM	annihilaAon	signal	is	proporAonal	to	the	DM	density	squared	
à Enhancement	of	the	DM	annihila8on	signal	expected	due	to	subhalos.	
	

4 Sánchez-Conde & Prada

as done in P12 and shown in the right panel of Fig. 1. In
such c – ⌅(M)�1 plane, the P12 model adopts a character-
istic U-shape, with its minimum value corresponding to the
natal concentration of DM halos. We propose that halo evo-
lution tracks follow this U-shape from right to left, in such
a way that halos found to the right of the minimum (⌅ < 1)
are not formed yet, while halos located to the left already
have collapsed. This is supported by the fact that at the
high-mass end (⌅ < 1) the median halo kinematic profiles
show large signatures of infall and highly radial orbits (see
P12). As the P12 model was derived and tested between
�0.5 . log[⌅(M)]�1 . 0.5 (i.e., the range around the U-
shape minimum) by using Bolshoi and Multidark data at
di⇥erent redshifts, the model can be safely used to predict
concentration values of any simulation data whose ⌅(M) val-
ues lie within that particular tested interval of the U-shape.
As shown in the right panel of Fig. 1, this is exactly the case
for all the simulation data set displayed in the left panel of
the same figure. Thus, no extrapolation of the P12 model
is done, which also explains its remarkable agreement with
simulations.

Finally, we provide a simple parametrization of the
concentration-mass relation provided by the P12 model at
z = 0, that will turn out to be very useful for the next sec-
tion, where we will compute the expected substructure halo
boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7]. This parametrization, inspired
on the functional form proposed by Lavalle et al. (2008),
provides an accuracy better than 1% in the halo mass range
between 10�6 < h�1M� < 1015. It also captures the char-
acteristic c(M) upturn at higher masses found in Prada et
al. (2012). We note that, interestingly, the best fit to VL-II
(subhalo) concentrations found by Pieri et al. (2011) agrees
very well with Eq.(1) in the mass range well resolved in that
simulation, i.e. 105 . h�1M� . 109, desviations becoming
only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-
structure in ⇥-ray DM searches. Indeed, DM substructure
might represent the key component in future DM search
strategies for several reasons. In particular, as the DM an-
nihilation ⇥-ray signal is proportional to the DM density
squared, the clumpy distribution of subhalos inside larger
halos expected in �CDM may boost the DM annihilation
flux considerably. This flux enhancement is more important
for the most massive halos as they enclose more hierarchical
levels of structure formation. The e⇥ect of substructures on
the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri
et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and
making use of N-body simulations, e.g., Kuhlen et al. (2008);
Springel et al. (2008). It is a challenge to calculate ana-
lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations
are computational prohibited to simulate the sub-halo hi-
erarchy below a mass ⇠105h�1M�, still very far from the
predicted halo cut-o⇥ mass, of the order of 10�6h�1M� or
even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-
fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke
et al. (2011); Gao et al. (2011)) implicitly rely on power-
law extrapolations of the c(M) relation below the resolution
limit of N-body simulations all the way down to the min-
imum halo mass. Thus, these power-law extrapolations as-
sign very high concentrations to the smallest halos. As the
annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually
very large. Furthermore, the results are very sensitive to the
power-law index used in such extrapolations. However, as
already shown, these power-law extrapolations are not ex-
pected in the �CDM cosmology. Indeed, as small halos over
a broad range of masses collapse at nearly the same time in
the early Universe (given the shape of P (k)), and natal con-
centrations are set by the halo formation epoch, low-mass
halos possess rather similar natal concentrations, and thus
will also possess similar concentrations at the present time.
This fact translates in a flattening of c(M) at low masses,
which is evident in the left panel of Fig. 1. We remark that,
ultimately, natal halo concentrations are the key for this to
happen. In the following, we will calculate the substructure
boosts implied by the P12 model. We note that by doing
so we assume the P12 model to be also a good representa-
tion of subhalo concentrations. This is partially supported
by the fact that most subhalos at present time have been
accreted by their hosts at late times, up to 70% after z=0.5
according to some estimates, the latter being almost inde-
pendent of subhalo or parent halo mass (Gao et al. 2004).
Therefore, concentrations of field halos should be a fair es-
timate of those typical of subhalos of the same mass. Nev-
ertheless, subhalos are known to have slightly higher con-
centrations, the closer they lie from their host halo centers
the larger their concentrations, e.g., Diemand et al. (2008b).
Thus, overall, the P12 substructure boosts will represent a
lower limit to their actual values.

To compute the boosted annihilation luminosity of a
halo of mass M due to substructures, it is necessary to inte-
grate subhalo annihilation luminosities all the way down to
the minimum subhalo mass, Mmin. Since subhalos also host
sub-substructure, ideally, all levels of substructure should be
included. We define the boost B(M) as follows (Strigari et
al. 2007; Kuhlen et al. 2008):

B(M) =
1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation
luminosity with no substructures, c being the concentra-
tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =
A/M (m/M)�� is the subhalo mass function. Values for
� ranging between � = 1.9� 2 are possible (Diemand et al.
2007; Madau et al. 2008; Springel et al. 2008). The normal-
ization factor A is chosen to match the amount of substruc-
ture resolved in current simulations, and is equal to 0.XXX
and 0.XXX for � = 1.9 and 2, respectively. Note that fol-
lowing the definition of the boost in Eq. (2), an scenario
with no boost would be given by B = 0, while a value of

c� 2002 RAS, MNRAS 000, 1–??

Substructure	BOOST	FACTOR:	 L	=	Lhost	*	[1+B],	so		B=0	à	no	boost	
	 	 												B=1	à	Lhost	x	2		due	to	subhalos	
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as done in P12 and shown in the right panel of Fig. 1. In
such c – ⌅(M)�1 plane, the P12 model adopts a character-
istic U-shape, with its minimum value corresponding to the
natal concentration of DM halos. We propose that halo evo-
lution tracks follow this U-shape from right to left, in such
a way that halos found to the right of the minimum (⌅ < 1)
are not formed yet, while halos located to the left already
have collapsed. This is supported by the fact that at the
high-mass end (⌅ < 1) the median halo kinematic profiles
show large signatures of infall and highly radial orbits (see
P12). As the P12 model was derived and tested between
�0.5 . log[⌅(M)]�1 . 0.5 (i.e., the range around the U-
shape minimum) by using Bolshoi and Multidark data at
di⇥erent redshifts, the model can be safely used to predict
concentration values of any simulation data whose ⌅(M) val-
ues lie within that particular tested interval of the U-shape.
As shown in the right panel of Fig. 1, this is exactly the case
for all the simulation data set displayed in the left panel of
the same figure. Thus, no extrapolation of the P12 model
is done, which also explains its remarkable agreement with
simulations.

Finally, we provide a simple parametrization of the
concentration-mass relation provided by the P12 model at
z = 0, that will turn out to be very useful for the next sec-
tion, where we will compute the expected substructure halo
boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7]. This parametrization, inspired
on the functional form proposed by Lavalle et al. (2008),
provides an accuracy better than 1% in the halo mass range
between 10�6 < h�1M� < 1015. It also captures the char-
acteristic c(M) upturn at higher masses found in Prada et
al. (2012). We note that, interestingly, the best fit to VL-II
(subhalo) concentrations found by Pieri et al. (2011) agrees
very well with Eq.(1) in the mass range well resolved in that
simulation, i.e. 105 . h�1M� . 109, desviations becoming
only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-
structure in ⇥-ray DM searches. Indeed, DM substructure
might represent the key component in future DM search
strategies for several reasons. In particular, as the DM an-
nihilation ⇥-ray signal is proportional to the DM density
squared, the clumpy distribution of subhalos inside larger
halos expected in �CDM may boost the DM annihilation
flux considerably. This flux enhancement is more important
for the most massive halos as they enclose more hierarchical
levels of structure formation. The e⇥ect of substructures on
the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri
et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and
making use of N-body simulations, e.g., Kuhlen et al. (2008);
Springel et al. (2008). It is a challenge to calculate ana-
lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations
are computational prohibited to simulate the sub-halo hi-
erarchy below a mass ⇠105h�1M�, still very far from the
predicted halo cut-o⇥ mass, of the order of 10�6h�1M� or
even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-
fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke
et al. (2011); Gao et al. (2011)) implicitly rely on power-
law extrapolations of the c(M) relation below the resolution
limit of N-body simulations all the way down to the min-
imum halo mass. Thus, these power-law extrapolations as-
sign very high concentrations to the smallest halos. As the
annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually
very large. Furthermore, the results are very sensitive to the
power-law index used in such extrapolations. However, as
already shown, these power-law extrapolations are not ex-
pected in the �CDM cosmology. Indeed, as small halos over
a broad range of masses collapse at nearly the same time in
the early Universe (given the shape of P (k)), and natal con-
centrations are set by the halo formation epoch, low-mass
halos possess rather similar natal concentrations, and thus
will also possess similar concentrations at the present time.
This fact translates in a flattening of c(M) at low masses,
which is evident in the left panel of Fig. 1. We remark that,
ultimately, natal halo concentrations are the key for this to
happen. In the following, we will calculate the substructure
boosts implied by the P12 model. We note that by doing
so we assume the P12 model to be also a good representa-
tion of subhalo concentrations. This is partially supported
by the fact that most subhalos at present time have been
accreted by their hosts at late times, up to 70% after z=0.5
according to some estimates, the latter being almost inde-
pendent of subhalo or parent halo mass (Gao et al. 2004).
Therefore, concentrations of field halos should be a fair es-
timate of those typical of subhalos of the same mass. Nev-
ertheless, subhalos are known to have slightly higher con-
centrations, the closer they lie from their host halo centers
the larger their concentrations, e.g., Diemand et al. (2008b).
Thus, overall, the P12 substructure boosts will represent a
lower limit to their actual values.

To compute the boosted annihilation luminosity of a
halo of mass M due to substructures, it is necessary to inte-
grate subhalo annihilation luminosities all the way down to
the minimum subhalo mass, Mmin. Since subhalos also host
sub-substructure, ideally, all levels of substructure should be
included. We define the boost B(M) as follows (Strigari et
al. 2007; Kuhlen et al. 2008):

B(M) =
1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation
luminosity with no substructures, c being the concentra-
tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =
A/M (m/M)�� is the subhalo mass function. Values for
� ranging between � = 1.9� 2 are possible (Diemand et al.
2007; Madau et al. 2008; Springel et al. 2008). The normal-
ization factor A is chosen to match the amount of substruc-
ture resolved in current simulations, and is equal to 0.XXX
and 0.XXX for � = 1.9 and 2, respectively. Note that fol-
lowing the definition of the boost in Eq. (2), an scenario
with no boost would be given by B = 0, while a value of
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Substructure	BOOST	FACTOR:	 L	=	Lhost	*	[1+B],	so		B=0	à	no	boost	
	 	 												B=1	à	Lhost	x	2		due	to	subhalos	
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as done in P12 and shown in the right panel of Fig. 1. In
such c – ⌅(M)�1 plane, the P12 model adopts a character-
istic U-shape, with its minimum value corresponding to the
natal concentration of DM halos. We propose that halo evo-
lution tracks follow this U-shape from right to left, in such
a way that halos found to the right of the minimum (⌅ < 1)
are not formed yet, while halos located to the left already
have collapsed. This is supported by the fact that at the
high-mass end (⌅ < 1) the median halo kinematic profiles
show large signatures of infall and highly radial orbits (see
P12). As the P12 model was derived and tested between
�0.5 . log[⌅(M)]�1 . 0.5 (i.e., the range around the U-
shape minimum) by using Bolshoi and Multidark data at
di⇥erent redshifts, the model can be safely used to predict
concentration values of any simulation data whose ⌅(M) val-
ues lie within that particular tested interval of the U-shape.
As shown in the right panel of Fig. 1, this is exactly the case
for all the simulation data set displayed in the left panel of
the same figure. Thus, no extrapolation of the P12 model
is done, which also explains its remarkable agreement with
simulations.

Finally, we provide a simple parametrization of the
concentration-mass relation provided by the P12 model at
z = 0, that will turn out to be very useful for the next sec-
tion, where we will compute the expected substructure halo
boosts to the dark matter annihilation signal:

c200(M200, z = 0) =
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, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7]. This parametrization, inspired
on the functional form proposed by Lavalle et al. (2008),
provides an accuracy better than 1% in the halo mass range
between 10�6 < h�1M� < 1015. It also captures the char-
acteristic c(M) upturn at higher masses found in Prada et
al. (2012). We note that, interestingly, the best fit to VL-II
(subhalo) concentrations found by Pieri et al. (2011) agrees
very well with Eq.(1) in the mass range well resolved in that
simulation, i.e. 105 . h�1M� . 109, desviations becoming
only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-
structure in ⇥-ray DM searches. Indeed, DM substructure
might represent the key component in future DM search
strategies for several reasons. In particular, as the DM an-
nihilation ⇥-ray signal is proportional to the DM density
squared, the clumpy distribution of subhalos inside larger
halos expected in �CDM may boost the DM annihilation
flux considerably. This flux enhancement is more important
for the most massive halos as they enclose more hierarchical
levels of structure formation. The e⇥ect of substructures on
the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri
et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and
making use of N-body simulations, e.g., Kuhlen et al. (2008);
Springel et al. (2008). It is a challenge to calculate ana-
lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations
are computational prohibited to simulate the sub-halo hi-
erarchy below a mass ⇠105h�1M�, still very far from the
predicted halo cut-o⇥ mass, of the order of 10�6h�1M� or
even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-
fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke
et al. (2011); Gao et al. (2011)) implicitly rely on power-
law extrapolations of the c(M) relation below the resolution
limit of N-body simulations all the way down to the min-
imum halo mass. Thus, these power-law extrapolations as-
sign very high concentrations to the smallest halos. As the
annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually
very large. Furthermore, the results are very sensitive to the
power-law index used in such extrapolations. However, as
already shown, these power-law extrapolations are not ex-
pected in the �CDM cosmology. Indeed, as small halos over
a broad range of masses collapse at nearly the same time in
the early Universe (given the shape of P (k)), and natal con-
centrations are set by the halo formation epoch, low-mass
halos possess rather similar natal concentrations, and thus
will also possess similar concentrations at the present time.
This fact translates in a flattening of c(M) at low masses,
which is evident in the left panel of Fig. 1. We remark that,
ultimately, natal halo concentrations are the key for this to
happen. In the following, we will calculate the substructure
boosts implied by the P12 model. We note that by doing
so we assume the P12 model to be also a good representa-
tion of subhalo concentrations. This is partially supported
by the fact that most subhalos at present time have been
accreted by their hosts at late times, up to 70% after z=0.5
according to some estimates, the latter being almost inde-
pendent of subhalo or parent halo mass (Gao et al. 2004).
Therefore, concentrations of field halos should be a fair es-
timate of those typical of subhalos of the same mass. Nev-
ertheless, subhalos are known to have slightly higher con-
centrations, the closer they lie from their host halo centers
the larger their concentrations, e.g., Diemand et al. (2008b).
Thus, overall, the P12 substructure boosts will represent a
lower limit to their actual values.

To compute the boosted annihilation luminosity of a
halo of mass M due to substructures, it is necessary to inte-
grate subhalo annihilation luminosities all the way down to
the minimum subhalo mass, Mmin. Since subhalos also host
sub-substructure, ideally, all levels of substructure should be
included. We define the boost B(M) as follows (Strigari et
al. 2007; Kuhlen et al. 2008):

B(M) =
1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation
luminosity with no substructures, c being the concentra-
tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =
A/M (m/M)�� is the subhalo mass function. Values for
� ranging between � = 1.9� 2 are possible (Diemand et al.
2007; Madau et al. 2008; Springel et al. 2008). The normal-
ization factor A is chosen to match the amount of substruc-
ture resolved in current simulations, and is equal to 0.XXX
and 0.XXX for � = 1.9 and 2, respectively. Note that fol-
lowing the definition of the boost in Eq. (2), an scenario
with no boost would be given by B = 0, while a value of
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as done in P12 and shown in the right panel of Fig. 1. In
such c – ⌅(M)�1 plane, the P12 model adopts a character-
istic U-shape, with its minimum value corresponding to the
natal concentration of DM halos. We propose that halo evo-
lution tracks follow this U-shape from right to left, in such
a way that halos found to the right of the minimum (⌅ < 1)
are not formed yet, while halos located to the left already
have collapsed. This is supported by the fact that at the
high-mass end (⌅ < 1) the median halo kinematic profiles
show large signatures of infall and highly radial orbits (see
P12). As the P12 model was derived and tested between
�0.5 . log[⌅(M)]�1 . 0.5 (i.e., the range around the U-
shape minimum) by using Bolshoi and Multidark data at
di⇥erent redshifts, the model can be safely used to predict
concentration values of any simulation data whose ⌅(M) val-
ues lie within that particular tested interval of the U-shape.
As shown in the right panel of Fig. 1, this is exactly the case
for all the simulation data set displayed in the left panel of
the same figure. Thus, no extrapolation of the P12 model
is done, which also explains its remarkable agreement with
simulations.

Finally, we provide a simple parametrization of the
concentration-mass relation provided by the P12 model at
z = 0, that will turn out to be very useful for the next sec-
tion, where we will compute the expected substructure halo
boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7]. This parametrization, inspired
on the functional form proposed by Lavalle et al. (2008),
provides an accuracy better than 1% in the halo mass range
between 10�6 < h�1M� < 1015. It also captures the char-
acteristic c(M) upturn at higher masses found in Prada et
al. (2012). We note that, interestingly, the best fit to VL-II
(subhalo) concentrations found by Pieri et al. (2011) agrees
very well with Eq.(1) in the mass range well resolved in that
simulation, i.e. 105 . h�1M� . 109, desviations becoming
only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-
structure in ⇥-ray DM searches. Indeed, DM substructure
might represent the key component in future DM search
strategies for several reasons. In particular, as the DM an-
nihilation ⇥-ray signal is proportional to the DM density
squared, the clumpy distribution of subhalos inside larger
halos expected in �CDM may boost the DM annihilation
flux considerably. This flux enhancement is more important
for the most massive halos as they enclose more hierarchical
levels of structure formation. The e⇥ect of substructures on
the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri
et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and
making use of N-body simulations, e.g., Kuhlen et al. (2008);
Springel et al. (2008). It is a challenge to calculate ana-
lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations
are computational prohibited to simulate the sub-halo hi-
erarchy below a mass ⇠105h�1M�, still very far from the
predicted halo cut-o⇥ mass, of the order of 10�6h�1M� or
even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-
fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke
et al. (2011); Gao et al. (2011)) implicitly rely on power-
law extrapolations of the c(M) relation below the resolution
limit of N-body simulations all the way down to the min-
imum halo mass. Thus, these power-law extrapolations as-
sign very high concentrations to the smallest halos. As the
annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually
very large. Furthermore, the results are very sensitive to the
power-law index used in such extrapolations. However, as
already shown, these power-law extrapolations are not ex-
pected in the �CDM cosmology. Indeed, as small halos over
a broad range of masses collapse at nearly the same time in
the early Universe (given the shape of P (k)), and natal con-
centrations are set by the halo formation epoch, low-mass
halos possess rather similar natal concentrations, and thus
will also possess similar concentrations at the present time.
This fact translates in a flattening of c(M) at low masses,
which is evident in the left panel of Fig. 1. We remark that,
ultimately, natal halo concentrations are the key for this to
happen. In the following, we will calculate the substructure
boosts implied by the P12 model. We note that by doing
so we assume the P12 model to be also a good representa-
tion of subhalo concentrations. This is partially supported
by the fact that most subhalos at present time have been
accreted by their hosts at late times, up to 70% after z=0.5
according to some estimates, the latter being almost inde-
pendent of subhalo or parent halo mass (Gao et al. 2004).
Therefore, concentrations of field halos should be a fair es-
timate of those typical of subhalos of the same mass. Nev-
ertheless, subhalos are known to have slightly higher con-
centrations, the closer they lie from their host halo centers
the larger their concentrations, e.g., Diemand et al. (2008b).
Thus, overall, the P12 substructure boosts will represent a
lower limit to their actual values.

To compute the boosted annihilation luminosity of a
halo of mass M due to substructures, it is necessary to inte-
grate subhalo annihilation luminosities all the way down to
the minimum subhalo mass, Mmin. Since subhalos also host
sub-substructure, ideally, all levels of substructure should be
included. We define the boost B(M) as follows (Strigari et
al. 2007; Kuhlen et al. 2008):

B(M) =
1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation
luminosity with no substructures, c being the concentra-
tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =
A/M (m/M)�� is the subhalo mass function. Values for
� ranging between � = 1.9� 2 are possible (Diemand et al.
2007; Madau et al. 2008; Springel et al. 2008). The normal-
ization factor A is chosen to match the amount of substruc-
ture resolved in current simulations, and is equal to 0.XXX
and 0.XXX for � = 1.9 and 2, respectively. Note that fol-
lowing the definition of the boost in Eq. (2), an scenario
with no boost would be given by B = 0, while a value of
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as done in P12 and shown in the right panel of Fig. 1. In
such c – ⌅(M)�1 plane, the P12 model adopts a character-
istic U-shape, with its minimum value corresponding to the
natal concentration of DM halos. We propose that halo evo-
lution tracks follow this U-shape from right to left, in such
a way that halos found to the right of the minimum (⌅ < 1)
are not formed yet, while halos located to the left already
have collapsed. This is supported by the fact that at the
high-mass end (⌅ < 1) the median halo kinematic profiles
show large signatures of infall and highly radial orbits (see
P12). As the P12 model was derived and tested between
�0.5 . log[⌅(M)]�1 . 0.5 (i.e., the range around the U-
shape minimum) by using Bolshoi and Multidark data at
di⇥erent redshifts, the model can be safely used to predict
concentration values of any simulation data whose ⌅(M) val-
ues lie within that particular tested interval of the U-shape.
As shown in the right panel of Fig. 1, this is exactly the case
for all the simulation data set displayed in the left panel of
the same figure. Thus, no extrapolation of the P12 model
is done, which also explains its remarkable agreement with
simulations.

Finally, we provide a simple parametrization of the
concentration-mass relation provided by the P12 model at
z = 0, that will turn out to be very useful for the next sec-
tion, where we will compute the expected substructure halo
boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7]. This parametrization, inspired
on the functional form proposed by Lavalle et al. (2008),
provides an accuracy better than 1% in the halo mass range
between 10�6 < h�1M� < 1015. It also captures the char-
acteristic c(M) upturn at higher masses found in Prada et
al. (2012). We note that, interestingly, the best fit to VL-II
(subhalo) concentrations found by Pieri et al. (2011) agrees
very well with Eq.(1) in the mass range well resolved in that
simulation, i.e. 105 . h�1M� . 109, desviations becoming
only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-
structure in ⇥-ray DM searches. Indeed, DM substructure
might represent the key component in future DM search
strategies for several reasons. In particular, as the DM an-
nihilation ⇥-ray signal is proportional to the DM density
squared, the clumpy distribution of subhalos inside larger
halos expected in �CDM may boost the DM annihilation
flux considerably. This flux enhancement is more important
for the most massive halos as they enclose more hierarchical
levels of structure formation. The e⇥ect of substructures on
the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri
et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and
making use of N-body simulations, e.g., Kuhlen et al. (2008);
Springel et al. (2008). It is a challenge to calculate ana-
lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations
are computational prohibited to simulate the sub-halo hi-
erarchy below a mass ⇠105h�1M�, still very far from the
predicted halo cut-o⇥ mass, of the order of 10�6h�1M� or
even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-
fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke
et al. (2011); Gao et al. (2011)) implicitly rely on power-
law extrapolations of the c(M) relation below the resolution
limit of N-body simulations all the way down to the min-
imum halo mass. Thus, these power-law extrapolations as-
sign very high concentrations to the smallest halos. As the
annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually
very large. Furthermore, the results are very sensitive to the
power-law index used in such extrapolations. However, as
already shown, these power-law extrapolations are not ex-
pected in the �CDM cosmology. Indeed, as small halos over
a broad range of masses collapse at nearly the same time in
the early Universe (given the shape of P (k)), and natal con-
centrations are set by the halo formation epoch, low-mass
halos possess rather similar natal concentrations, and thus
will also possess similar concentrations at the present time.
This fact translates in a flattening of c(M) at low masses,
which is evident in the left panel of Fig. 1. We remark that,
ultimately, natal halo concentrations are the key for this to
happen. In the following, we will calculate the substructure
boosts implied by the P12 model. We note that by doing
so we assume the P12 model to be also a good representa-
tion of subhalo concentrations. This is partially supported
by the fact that most subhalos at present time have been
accreted by their hosts at late times, up to 70% after z=0.5
according to some estimates, the latter being almost inde-
pendent of subhalo or parent halo mass (Gao et al. 2004).
Therefore, concentrations of field halos should be a fair es-
timate of those typical of subhalos of the same mass. Nev-
ertheless, subhalos are known to have slightly higher con-
centrations, the closer they lie from their host halo centers
the larger their concentrations, e.g., Diemand et al. (2008b).
Thus, overall, the P12 substructure boosts will represent a
lower limit to their actual values.

To compute the boosted annihilation luminosity of a
halo of mass M due to substructures, it is necessary to inte-
grate subhalo annihilation luminosities all the way down to
the minimum subhalo mass, Mmin. Since subhalos also host
sub-substructure, ideally, all levels of substructure should be
included. We define the boost B(M) as follows (Strigari et
al. 2007; Kuhlen et al. 2008):

B(M) =
1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation
luminosity with no substructures, c being the concentra-
tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =
A/M (m/M)�� is the subhalo mass function. Values for
� ranging between � = 1.9� 2 are possible (Diemand et al.
2007; Madau et al. 2008; Springel et al. 2008). The normal-
ization factor A is chosen to match the amount of substruc-
ture resolved in current simulations, and is equal to 0.XXX
and 0.XXX for � = 1.9 and 2, respectively. Note that fol-
lowing the definition of the boost in Eq. (2), an scenario
with no boost would be given by B = 0, while a value of
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as done in P12 and shown in the right panel of Fig. 1. In
such c – ⌅(M)�1 plane, the P12 model adopts a character-
istic U-shape, with its minimum value corresponding to the
natal concentration of DM halos. We propose that halo evo-
lution tracks follow this U-shape from right to left, in such
a way that halos found to the right of the minimum (⌅ < 1)
are not formed yet, while halos located to the left already
have collapsed. This is supported by the fact that at the
high-mass end (⌅ < 1) the median halo kinematic profiles
show large signatures of infall and highly radial orbits (see
P12). As the P12 model was derived and tested between
�0.5 . log[⌅(M)]�1 . 0.5 (i.e., the range around the U-
shape minimum) by using Bolshoi and Multidark data at
di⇥erent redshifts, the model can be safely used to predict
concentration values of any simulation data whose ⌅(M) val-
ues lie within that particular tested interval of the U-shape.
As shown in the right panel of Fig. 1, this is exactly the case
for all the simulation data set displayed in the left panel of
the same figure. Thus, no extrapolation of the P12 model
is done, which also explains its remarkable agreement with
simulations.

Finally, we provide a simple parametrization of the
concentration-mass relation provided by the P12 model at
z = 0, that will turn out to be very useful for the next sec-
tion, where we will compute the expected substructure halo
boosts to the dark matter annihilation signal:

c200(M200, z = 0) =

5X

i=0

ci ⇥

ln

✓
M200

h�1M�

◆�i

, (1)

where ci = [37.5153,�1.5093, 1.636 · 10�2, 3.66 · 10�4,
�2.89237 · 10�5, 5.32 · 10�7]. This parametrization, inspired
on the functional form proposed by Lavalle et al. (2008),
provides an accuracy better than 1% in the halo mass range
between 10�6 < h�1M� < 1015. It also captures the char-
acteristic c(M) upturn at higher masses found in Prada et
al. (2012). We note that, interestingly, the best fit to VL-II
(subhalo) concentrations found by Pieri et al. (2011) agrees
very well with Eq.(1) in the mass range well resolved in that
simulation, i.e. 105 . h�1M� . 109, desviations becoming
only relevant at lower and, very specially, higher masses.

4 HALO SUBSTRUCTURE BOOSTS TO THE
DARK MATTER ANNIHILATION SIGNAL

An important open question today is the role of DM sub-
structure in ⇥-ray DM searches. Indeed, DM substructure
might represent the key component in future DM search
strategies for several reasons. In particular, as the DM an-
nihilation ⇥-ray signal is proportional to the DM density
squared, the clumpy distribution of subhalos inside larger
halos expected in �CDM may boost the DM annihilation
flux considerably. This flux enhancement is more important
for the most massive halos as they enclose more hierarchical
levels of structure formation. The e⇥ect of substructures on
the DM annihilation flux (frequently known as substructure
boost) has already been studied both analytically, e.g., Pieri
et al. (2008); Lavalle et al. (2008); Mart́ınez et al. (2009), and
making use of N-body simulations, e.g., Kuhlen et al. (2008);
Springel et al. (2008). It is a challenge to calculate ana-
lytically the survival probabilities of substructures within

their host halos, while state-of-the-art N-body simulations
are computational prohibited to simulate the sub-halo hi-
erarchy below a mass ⇠105h�1M�, still very far from the
predicted halo cut-o⇥ mass, of the order of 10�6h�1M� or
even smaller, e.g., (Green, Hofmann, & Schwarz 2004; Pro-
fumo et al. 2006).

Most popular substructure boost models (e.g., Pinzke
et al. (2011); Gao et al. (2011)) implicitly rely on power-
law extrapolations of the c(M) relation below the resolution
limit of N-body simulations all the way down to the min-
imum halo mass. Thus, these power-law extrapolations as-
sign very high concentrations to the smallest halos. As the
annihilation luminosity of a given halo scales as L / c3,
the substructure boosts obtained in this way are usually
very large. Furthermore, the results are very sensitive to the
power-law index used in such extrapolations. However, as
already shown, these power-law extrapolations are not ex-
pected in the �CDM cosmology. Indeed, as small halos over
a broad range of masses collapse at nearly the same time in
the early Universe (given the shape of P (k)), and natal con-
centrations are set by the halo formation epoch, low-mass
halos possess rather similar natal concentrations, and thus
will also possess similar concentrations at the present time.
This fact translates in a flattening of c(M) at low masses,
which is evident in the left panel of Fig. 1. We remark that,
ultimately, natal halo concentrations are the key for this to
happen. In the following, we will calculate the substructure
boosts implied by the P12 model. We note that by doing
so we assume the P12 model to be also a good representa-
tion of subhalo concentrations. This is partially supported
by the fact that most subhalos at present time have been
accreted by their hosts at late times, up to 70% after z=0.5
according to some estimates, the latter being almost inde-
pendent of subhalo or parent halo mass (Gao et al. 2004).
Therefore, concentrations of field halos should be a fair es-
timate of those typical of subhalos of the same mass. Nev-
ertheless, subhalos are known to have slightly higher con-
centrations, the closer they lie from their host halo centers
the larger their concentrations, e.g., Diemand et al. (2008b).
Thus, overall, the P12 substructure boosts will represent a
lower limit to their actual values.

To compute the boosted annihilation luminosity of a
halo of mass M due to substructures, it is necessary to inte-
grate subhalo annihilation luminosities all the way down to
the minimum subhalo mass, Mmin. Since subhalos also host
sub-substructure, ideally, all levels of substructure should be
included. We define the boost B(M) as follows (Strigari et
al. 2007; Kuhlen et al. 2008):

B(M) =
1

L(M)

Z M

Mmin

(dN/dm) [1 +B(m)] L(m) dm (2)

where L(M) = 4⇤Mc3/f(c)2 is the halo annihilation
luminosity with no substructures, c being the concentra-
tion and f(c) = log(1 + c) � 1/(1 + c), and dN/dm =
A/M (m/M)�� is the subhalo mass function. Values for
� ranging between � = 1.9� 2 are possible (Diemand et al.
2007; Madau et al. 2008; Springel et al. 2008). The normal-
ization factor A is chosen to match the amount of substruc-
ture resolved in current simulations, and is equal to 0.XXX
and 0.XXX for � = 1.9 and 2, respectively. Note that fol-
lowing the definition of the boost in Eq. (2), an scenario
with no boost would be given by B = 0, while a value of
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with		

2.1.4 Scatter

It is important to include in the calculations a scatter in the concentration values. We will assume
THE SAME scatter for the three scenarios described above (MAX,MED,MIN). Intrinsic to the
stochastic process of halo formation, the concentration of individual haloes scatters around the
median c provided by the quantities cvir(M) and csub(M,Dgc), respectively. The corresponding
probability distribution follows a lognormal (see e.g. Ref. [1]):

P (c, c) =
log10 e⌅
2�⇥log10 c c

exp

⇤
�1

2

�
log10 c� log10 c

⇥log10 c

⇥2
⌅
, (4)

where ⇥log10 c = 0.14 [3, 5].

2.2 Subhalo mass function

2.3 Subhalo radial distribution

2.4 Other useful formulae

1. Distance cut for subhalo detectability: we will assume that we cannot detect subhalos
with J-factors smaller than R times (e.g. one tenth) the Draco J-factor JD. Then, the cut in
distance as a function of the subhalo mass is given by:

Dcut(M) ⇤

⇧
M D2

D c(M)3 f(cD)2

R f(c)2 MD c3D
(5)

where f(c) = ln(1 + c)� c/(1 + c), and the subindex D refers to Draco. We will take DD = 80
kpc, MD = 8⇥108M�, cD = 19, R = 0.1. As for c(M), we should take the MAX case described
in previous sections in order to be safe in our distance cut. The safer cut would be the one
provided by the Aquarius subhalo concentration (as the corresponding formula gives us the
highest c amongst all the formulae that we have for c).

2.5 Tidal radius and disruption of halos

We’ll use the Roche criterium (see e.g. to estimate the tidal radius, rt of a subhalo with mass
Msub located at a distance Rsub from the Galactic Center [6]:

rt =

�
Msub

3 MMW (< Rsub)

⇥1/3

⇥Rsub (6)

3

6 The Dark Matter Annihilation Signal from Galactic Substructure: Predictions for GLAST

Fig. 3.— The annihilation luminosity boost factor due to sub-
structure below VL-II’s resolution limit versus subhalo mass, for
different subhalo mass functions. Top panel: Dependence on the
cutoff mass m0 for slope α = 2.0. Bottom panel: Dependence on
α for m0 = 10−6 M⊙.

rvir/rs is given by

L̃(M, c) ∝ ρ2
sr

3
s ∝ M

c3

f(c)2
, (7)

where f(c) = ln(1 + c) − c/(1 + c). We use the
Bullock et al. (2001) concentration-mass relation for field
halos, albeit with a somewhat smaller value of the nor-
malization, K = 3.75 (as suggested by Kuhlen et al.
2005; Macciò et al. 2007). For the cosmology used in
the VL simulations and halos masses between 106 and
1010 M⊙, the c(M) relation is approximately c(M) ≈
18(M/108 M⊙)−0.06, which corresponds to L̃(M) ∝
M0.87, i.e. the annihilation luminosity scales almost
linearly with mass, in agreement with results from nu-
merical simulations (Stoehr et al. 2003; Diemand et al.
2007a). Note that in our numerical simulations we find
systematically higher subhalo concentrations closer to
the host halo center. This trend does not affect the mag-

nitude of the boost factor, but translates to a radial trend
in subhalo luminosity (see Section 3.1).

Eq. 6 is solved numerically using the boundary con-
dition B(m0) = 0. The resulting relation is plotted in
Fig. 3, for α = 2.0 and different values of m0 in the top
panel, and for m0 = 10−6 M⊙ and different values of α
in the bottom panel. Overall we find relatively modest
boost factors on the order of a few, ranging up to ∼ 10
for the most massive subhalos. Generally more massive
halos have larger boost factors, simply because their sub-
halo population covers more of the total subhalo hierar-
chy. For the same reason, smaller values of m0 lead to
larger boost factors. For α < 2.0 B(M) has a weaker
mass dependence and is less sensitive to m0, since in this
case more massive halos are relatively more important.
Our results are in agreement with the analytic upper lim-
its of Strigari et al. (2007a) and the recent calculations
of Lavalle et al. (2008).

A fit to the cumulative subhalo mass function in our
simulations is consistent with α = 2 (Diemand et al.
2007a), which implies equal mass in subhalos per decade
of subhalo mass. However, fits to the differential mass
function tend to favor slightly shallower slopes of 1.8−1.9
(Stoehr et al. 2003; Madau et al. 2008), possibly because
they are more sensitive to the lower mass end, where res-
olution effects may artificially flatten the slope. In this
work we use α = 2.0 and m0 = 106 M⊙ as our fiducial
model, but present results for a range of different α and
m0.

2.3. Central Flux Corrections

The host halo center is another area where our simu-
lation must be corrected to account for the artificially
low density caused by the finite numerical resolution
(Diemand et al. 2004b). Based on numerical convergence
studies (Diemand et al. 2005a) we believe that we can
trust the radial density profile of the VL-I host halo
down to rconv = 3.4×10−3r200 = 1.3 kpc (Diemand et al.
2007a), corresponding to about 10◦ from the center. The
higher mass resolution and improved time-step criterion
in VL-II results in a much smaller convergence radius of
rconv = 380 pc. The flux derived directly from the simu-
lated particles in VL-II will thus only underestimate the
true annihilation flux within the inner ∼ 2◦ from the
center. An additional uncertainty arises from the fact
that our purely collisionless DM simulation completely
neglect the effect of baryons. While this is not a prob-
lem for the signal from individual subhalos, which are
small enough that baryonic effects are likely negligible,
the central region of our host halo most likely would have
been affected by gas cooling, star formation, and stellar
dynamical processes. It is not immediately obvious how
such baryonic effects would alter the central DM distri-
bution. Adiabatic contraction (Blumenthal et al. 1986;
Gnedin et al. 2004a) would lead to a steepening of the
central DM density profile at scales of a few kpc and be-
low. A recent study of scaling relations in spiral galaxies,
however, seems to favor models of spiral galaxy formation
without adiabatic contraction, and suggests that clumpy
gas accretion might have reduced central DM densities
(Dutton et al. 2007). Stirring by a stellar bar could also
eject DM from the central regions (Weinberg & Katz
2007, and references therein). On much smaller scales
(central few pc), the presence of a supermassive black

•  IntegraAon	down	to	the	minimum	predicted	halo	mass	~10-6	Msun.	

•  Current	Milky	Way-size	simulaAons	“only”	resolve	subhalos	down	to	~105	Msun.	

	à	Extrapola5ons	below	the	mass	resolu5on	needed.	

J-factor		

Subhalo	mass	function____	

α	=	-1.9	in	Aquarius	
α  =	-2	in	VL-II	

Subhalo	annihilation	luminosity_______	

5

Fig. 2.— Sub-substructure in four of VL-II’s most massive subhalos. Shown are projections of ρ2 for all particles within a subhalo’s
outer radius rsub. The dashed circle indicates the subhalo’s r1000. The clumpy sub-substructure boosts the total annihilation luminosity
of its host subhalo.

=
1

L̃(M)

∫ m1

m0

dN

dm
[1 + B(m)] L̃(m)dm. (5)

Here dN/dm is the sub-subhalo mass function, and the
integration extends from m0, the low mass cut-off of
the substructure hierarchy, to an upper limit of m1 =
min{106 M⊙, 0.1M}, such that only substructure below
VL-II’s resolution limit of ∼ 106 M⊙ contribute. For
subhalos below 107 M⊙ we cap the integration at 0.1M
under the assumption that efficient dynamical friction
would have lead to the tidal destruction of larger sub-
subhalos. For a power law substructure mass function

dN/dm = A/M(m/M)−α, Eq. 5 becomes

B(M) =
A

L̃(M)

∫ ln m1

ln m0

( m

M

)1−α
[1 + B(m)] L̃(m)dln m.

(6)
Motivated by our numerical simulations
(Diemand et al. 2004a, 2007a) and semi-analytic
studies (Zentner & Bullock 2003), we normalize the
sub-subhalo mass function by setting the mass fraction
in subclumps with masses 10−5 < m/M < 10−2 equal
to 10%.

For the determination of L̃(M) we have assumed an
NFW density profile, in which case the total annihilation
luminosity of a halo of mass M and concentration c =

Concentration	c	=	Rvir	/	rs	
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Figure 1. Top panel: Current knowledge of the median concentration-mass relation at z = 0 for all halo masses available in the
literature from different simulation data sets, i.e. from the smallest Earth-like DM microhalos predicted to exist in the CDM universe
(∼10−6h−1M⊙), up to the largest cluster-size halos (∼1015h−1M⊙). At the high-mass end, the results from Bolshoi (blue circles) and
MultiDark (purple circles) are shown. The two empty black squares at ∼109h−1M⊙ and the three filled black squares at ∼108h−1M⊙

were derived from Ishiyama et al. (2013) and Coĺın et al. (2004), respectively. Another individual ”Draco-like 108h−1M⊙ halo is also
plotted as a green pentagon (Moore et al. 2001). A couple hundreds dwarf halos with masses ∼106 – 109 h−1M⊙ (red triangles) were
extracted from the VL-II data (Diemand et al. 2008). At the low-mass end, we show the microhalo results taken from Diemand et al.
(2005) (orange filled diamonds) and Anderhalden & Diemand (2013) (orange empty diamonds) for individual halos, as well as those
recently reported by Ishiyama (2014) for a sample of thousands of microhalos (empty black triangles). We also provide the upper limit
to halo concentrations obtained by Diemand et al. (2005) in the range 10−6 – 10 h−1M⊙ (pink dotted line). The P12 concentration
model (Prada et al. 2012) is shown with a solid line. The shaded gray region represents a typical 1σ concentration scatter of 0.14 dex
centered on the P12 model. The dashed curve represents the updated M08 version (Macciò, Dutton, & van den Bosch 2008) of the
B01 toy concentration model (Bullock et al. 2001). All concentration values but those from MultiDark, Bolshoi and VL-II, have been
extrapolated down to z = 0 by means of the (1 + z) correction factor. Bottom panel: Same data set but displayed in the c – σ−1 plane,
which allows for a more detailed analysis and comparison between simulations and model in terms of the amplitude of linear density
fluctuations. The concentration values shown are those in the original set of simulations at the corresponding redshift where they were
measured, while the σ(M) values are the ones that halos would have at present time for those values of the concentration, see text for
further details. Solid (dashed) line refers to the σ(M) range in which the P12 model was (not) tested against simulations.
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Figure 1. Top panel: Current knowledge of the median concentration-mass relation at z = 0 for all halo masses available in the
literature from different simulation data sets, i.e. from the smallest Earth-like DM microhalos predicted to exist in the CDM universe
(∼10−6h−1M⊙), up to the largest cluster-size halos (∼1015h−1M⊙). At the high-mass end, the results from Bolshoi (blue circles) and
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were derived from Ishiyama et al. (2013) and Coĺın et al. (2004), respectively. Another individual ”Draco-like 108h−1M⊙ halo is also
plotted as a green pentagon (Moore et al. 2001). A couple hundreds dwarf halos with masses ∼106 – 109 h−1M⊙ (red triangles) were
extracted from the VL-II data (Diemand et al. 2008). At the low-mass end, we show the microhalo results taken from Diemand et al.
(2005) (orange filled diamonds) and Anderhalden & Diemand (2013) (orange empty diamonds) for individual halos, as well as those
recently reported by Ishiyama (2014) for a sample of thousands of microhalos (empty black triangles). We also provide the upper limit
to halo concentrations obtained by Diemand et al. (2005) in the range 10−6 – 10 h−1M⊙ (pink dotted line). The P12 concentration
model (Prada et al. 2012) is shown with a solid line. The shaded gray region represents a typical 1σ concentration scatter of 0.14 dex
centered on the P12 model. The dashed curve represents the updated M08 version (Macciò, Dutton, & van den Bosch 2008) of the
B01 toy concentration model (Bullock et al. 2001). All concentration values but those from MultiDark, Bolshoi and VL-II, have been
extrapolated down to z = 0 by means of the (1 + z) correction factor. Bottom panel: Same data set but displayed in the c – σ−1 plane,
which allows for a more detailed analysis and comparison between simulations and model in terms of the amplitude of linear density
fluctuations. The concentration values shown are those in the original set of simulations at the corresponding redshift where they were
measured, while the σ(M) values are the ones that halos would have at present time for those values of the concentration, see text for
further details. Solid (dashed) line refers to the σ(M) range in which the P12 model was (not) tested against simulations.
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Little	knowledge	
of	small	halos!	



Work	ongoing	to	cover	the	gap	

Concentration	c	=	Rvir	/	rs	

Pilipenko,	MASC,	Prada,	Klypin,	Yepes	et	al.	In	prep.	

[SCP14]	

4 SIGNIFICANCE

Given the main topic (DM searches) and multidisciplinary content of this proposal (Cosmology, Astro-
physics, Particle Physics), I expect some of my contributions to be particularly relevant for the community:

• We will make publicly available, through an on-line database,10 the most relevant final products
derived from our new set of high-resolution simulations.

• We will be providing the first halo and subhalo concentration models entirely built from N-body
simulation data over all (sub)halo mass scales.

• A definitive substructure boost model will be provided that will take advantage of our much better
understanding of (sub)halo concentrations. I recall the high impact of my current model [11].

• I will present robust predictions of the detectability potential of DM subhalos. The information of
individual subhalos in the repopulated MW-size simulations will be made public in a web repository.

• I will offer a competitive, complementary approach to set limits on the DM annihilation cross section
using Fermi-LAT data that combines accurate DM subhalo predictions with experimental sensitivity
studies. Preliminary estimates show that these limits will be comparable to the best ones at present.

• A good number of UGS in the catalogs under scrutiny (3FGL, 2FHL...) will be associated to known
astrophysical objects after our subhalo search (as it already happened for the 2FGL [48]).

Last but not least, our project involves actual gamma-ray data. Thus, this work may potentially lead to a
major discovery, i.e. of the DM itself. Should such a claim be confirmed by other means, it would have an
enormous and profound implication for our understanding of the Universe.

5 PRELIMINARY RESULTS

In this Section we provide some preliminary results of the work already ongoing in several fronts: DM
subhalo structural properties and subhalo annihilation boosts (Fig. 3), DM subhalo detection prospects
(Fig. 4), and DM subhalo search (Fig. 5). We refer to Section 3 for further details on each of these figures.
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Figure 3. Top panel: Median halo (black symbols) and subhalo (colored symbols, for each radial bin) concentration parameter cV, and 1�
errors, as a function of Vmax as found in the VL-II (circles) and ELVIS simulations (triangles). The concentrations for all individual subhalos
are also shown (smaller dots in the background). The results for microhalos from I14 (Ishiyama 2014) and for more massive halos from
BolshoiP (BP) (Klypin et al. 2011) are shown by black diamonds and squares, respectively. We also show our fits for halos given by Eq. (8)
(dashed black line) and subhalos in Eq. (7) (solid colored lines) for each of the three radial bins considered. Bottom panel: Same as top panel,
but for c200 as a function of m200. Our proposed fit for each of the radial bins, Eq. (6), and the P12 parametrization for the concentration
of halos (Prada et al. 2012) using the fit obtained in Sánchez-Conde & Prada (2014), are also shown.

c� 2016 RAS, MNRAS 000, 1–??

Figure 3: Left panel: Preliminary results (green and brown circles) of DM halo median concentrations from our
simulations currently running in the Lomonosov supercomputer. The results are superimposed to others at different
halo mass scales in my work [11]. Each preliminary data point corresponds to ⇠4000 halos, each resolved with more
than 500 particles. Only with Lomonosov, we plan to reach ⇠3.5 orders of magnitude smaller masses than Bolshoi.
More CPU time and other supercomputers will be used to fill the gap at intermediate halo mass scales. Right panel:

Preliminary results on subhalo median concentrations (colored symbols with error bars) as measured in VL-II [36]
and ELVIS [45] simulations. Blue small dots are individual subhalos. The black dashed line is the c(M) model in [11]
for main halos. Subhalos clearly exhibit larger concentrations. See section 3 for further details.

10www.cosmosim.org
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Comparison	with	previous	boost	models	

MASC	&	Prada,	MNRAS,	442,	2271	(2014)	[astro-ph/1312.1729]	

Reminder:	they	all	assume	that	both	main	halos	and	subhalos	possess	
	 			similar	structural	properties!	

“HIGH”	

“LOW”	



Subhalo	concentrations?		Yes.	

•  Difficulty	in	defining	them:	

–  More	complex	evolution	compared	to	field	halos.	

–  Tidal	forces	modify	the	DM	density	profile	

–  Reduced	Rmax,	i.e.	the	radius	at	which	Vmax	is	reached	

•  Solution:	choose	a	definition	independent	of	the	profile	

	
	

•  Still	useful	to	compare	to	the	standard	c200:	

69	
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(Diemand et al. 2007b)

c
V

=
⇣ c

�

2.163

⌘
3 f(R

max

/rs)
f(c

�

)
� , (4)

where f(x) = ln(1+x)�x/(1+x). Note that, since for an NFW
profile V

max

occurs at R
max

= 2.163 rs, the relation between
both concentration definitions just depends on �.

Furthermore, it is possible to rewrite the virial mass in
terms of R

max

and V
max

in the following way:

m
�

=
f(c

�

)
f(2.163)

R
max

V 2

max

G
, (5)

with G the gravitational constant.
Below, we will investigate the dependence of the subhalo

concentration on subhalo (would-be virial) mass and distance
to the host halo center. We will do so for both definitions
of the concentration, c

V

and c
200

, by making use of N-body
simulation data. As for our notation, below we use capital
(small) letters to refer to halos (subhalos) or the index h (no
index) for halos (subhalos) otherwise.

2.2 Description of the data sets

High-resolution N-body cosmological simulations are manda-
tory in order to study subhalo properties in great detail.
Ideally, these simulations should resolve the subhalo inter-
nal structure accurately down to the innermost subhalo re-
gions and should provide excellent subhalo statistics. In our
work, we have considered two N-body cosmological simula-
tions of Milky-Way-size halos: VL-II (Diemand et al. 2008) and
ELVIS (Garrison-Kimmel et al. 014a). In both cases, present-
day (z = 0) halo catalogs are available for public download3

and we use the results for V
max

and R
max

. Note that one
may also study halo substructure properties by making use
of large-scale-structure simulations such as BolshoiP (Klypin
et al. 2011), MultiDark (Prada et al. 2012; Riebe et al. 2013;
Klypin et al. 2016; Rodŕıguez-Puebla et al. 2016), which in
turn would allow to learn about subhalo properties up to the
largest (sub)halo masses. This is left for future work.

VL-II follows the growth of a Milky Way-size system in a
⇤CDM universe from redshift 104.3 to the present time. The
simulation employs just over one billion particles of mass 4100
M� to model the formation of a M=1.93 x 1012 M� halo and
its substructure, where the halo and subhalo masses are ob-
tained assuming an overdensity of 200 relative to the mean

matter density of the Universe (or 47.6 with respect to the
critical density of the Universe at z = 0). More than 40000
individual subhalos within the host halo are resolved within
R = 402 kpc. Yet, the abundances and properties of many
of these subhalos are a↵ected by resolution e↵ects and, as a
result, the simulation team provides a reliable subsample of
⇠ 9400 subhalos with masses above ⇠ 106 M�. VL-II adopted
the cosmological parameters from the WMAP 3-year data re-
lease.

ELVIS contains 48 Milky-Way-size halos, of which half
are in paired configurations, similar to the Milky Way and
the Andromeda galaxy. The other half are isolated halos that

3 VL-II: http://www.ucolick.org/
~

diemand/vl/

ELVIS: http://localgroup.ps.uci.edu/elvis/

⌦
m,0 ⌦

⇤

h ns �

8

� N

sub

VL-II 0.238 0.762 0.73 0.951 0.74 47.6 6914

ELVIS 0.266 0.734 0.71 0.963 0.801 97 35292

Table 1. VL-II and ELVIS most relevant parameters for this work.
Columns 2–6 indicate the set of cosmological parameters used in
each simulation; column 7 is the overdensity � over the critical den-
sity of the Universe; and column 8 denotes the number of subhalos,
Nsub, that were finally used in our study (see Sec. 2.3 for further
details). This number does not correspond to the actual number of
subhalos present in the simulations, which is substantially larger.

are mass-matched to those in the pairs. In addition, high-
resolution simulations of three isolated halos were performed.
All simulations were initialized at redshift z = 125. The mass
resolution for the 48 galaxy-size halos is about 105 M�, while
the particle mass for the higher resolution set is 2.35 x 104 M�.
The virial mass of halos and subhalos is defined as the mass
within the radius enclosing 97 times the critical density of the
Universe. The distribution of the virial masses of field halos
covers the range (1.0 � 2.85) ⇥ 1012 M�. In addition, ELVIS
resolves over 50000 subhalos with masses above ⇠ 106M�.
There is no statistical correlation among the field halos since
they were extracted from independent collisionless simula-
tions. Cosmological parameters were taken from WMAP 7-
year results.

We provide a summary of the most relevant parameters of
both simulations in Tab. 1. Let us note that the fact that ⌦m

and �
8

are lower for the WMAP 3-year than for the WMAP
7-year data set, implies that halos assemble later for WMAP
3-year cosmology (see, e.g., Macciò et al. (2008)). However,
the e↵ect is expected to be small given the relatively close �

8

values of both simulations and, indeed, as we show in the next
section, we observe a very weak dependence of the concen-
tration values on the cosmological parameters, both data sets
being in good agreement with each other within their statis-
tical dispersion. We also note that we present our results for
c
�

in the next section adopting � = 200 as the value for the
overdensity to define halos and subhalos. This is di↵erent from
the � value used in each simulation, as described above and in
Tab. 1, which implies that our c

�

values are lower than those
obtained if using the overdensities adopted in the simulations
to define halos and subhalos. However, by doing so we are able
to merge the results of both simulations and treat them on the
same footing for our purposes.

2.3 Subhalo concentrations

It is well known that subhalos exhibit concentrations that dif-
fer substantially from that of field halos of the same mass, the
latter being found to be less concentrated (Ghigna et al. 2000;
Bullock et al. 2001; Moore et al. 999a; Ullio et al. 2002; Die-
mand et al. 2007b, 2008; Diemand & Moore 2011; Pieri et al.
2011; Bartels & Ando 2015). Indeed, subhalos are subject to
tidal forces that remove material from their outskirts, making
them more compact. As a result, during this process R

max

be-
comes smaller and the enclosed mean subhalo density, codified
in c

V

(Eq. (1)), increases (Diemand et al. 2007a; Kuhlen et al.
2008; Springel et al. 2008).

In this section, we derive an accurate fit for the
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certain. For instance, no functional form has been proposed
for the subhalo concentration-mass relation, c

sub

(m
sub

), up to
now. Some of the reasons have to do with the di�culty in
defining and assigning concentrations to subhalos in simula-
tions. As a result, for computing the substructure boost to
the DM annihilation signal, a common practice in the past
has been the use of the concentration derived from field ha-
los as the concentration of subhalos of the same mass (see,
e.g., Lavalle et al. (2008); Kuhlen et al. (2008); Charbonnier
et al. (2011); Pinzke et al. (2011); Gao et al. (2012); Nezri
et al. (2012); Anderhalden & Diemand (2013); Sánchez-Conde
& Prada (2014); Ishiyama (2014)). Although this assumption
represents a reasonable first order approximation, the current
status of the field is calling for a more refined substructure
boost model that relies on more accurate subhalo concentra-
tion values. Indeed, N-body simulations have unequivocally
shown that subhalos exhibit higher inner DM densities and
are on average more concentrated than field halos of the same
mass (see, e.g., Ghigna et al. (2000); Bullock et al. (2001);
Ullio et al. (2002); Diemand et al. (2007b, 2008); Diemand &
Moore (2011)).

In this work, we address some of these questions in detail
by making use of public data from the VL-II and ELVIS N-
body cosmological simulations. Altogether, these simulations
allow us to study the subhalo internal properties over several
orders of magnitude in subhalo mass. In addition, thanks to
their superb halo statistics, they make possible a careful study
of subhalo properties as a function of the distance to the host
halo center, r. As a result, we are able to propose an accurate
fit for c

sub

(m
sub

, r), the first one of its kind to our knowledge.
We will then use the c

sub

(m
sub

, r) relation derived from the
results of the VL-II and ELVIS simulations to compute and
update the substructure boost to the total annihilation signal.

The work is organized as follows. In section 2 we start
by defining the most useful halo and subhalo quantities and
by briefly describing the N-body cosmological simulation data
sets that we use, i.e., VL-II and ELVIS. Later, in the same
section, we present in detail our analysis of subhalo concen-
trations and provide best fits as a function of radial distance
to the host halo center and of subhalo mass. We also quantify
the associated subhalo-to-subhalo scatter found in the simu-
lations. Section 3 is devoted to the calculation of the boost to
the DM annihilation signal due to subhalos, by means of the
results found in section 2. This new substructure model should
be perceived as a refinement of the one in Sánchez-Conde &
Prada (2014). We also provide accurate fits to the boost. We
conclude in section 4 with a summary of our main results.

2 INFERRING SUBHALO PROPERTIES FROM
N-BODY COSMOLOGICAL SIMULATIONS

2.1 Definition of halo and subhalo properties

A more formal definition of the halo concentration is c
�

⌘
R

vir

/r�2

, i.e., the ratio of the halo virial radius, R
vir

, and the
radius r�2

at which the logarithmic slope of the DM density
profile d log ⇢

d log r = �2. The virial radius at redshift z is defined
as the radius that encloses a halo mean density � times the
critical (or mean, depending on the chosen convention) den-
sity of the Universe, ⇢c(z). This standard definition of halo
concentration, while very useful for the study of the internal

structure of well-resolved halos, is directly less suitable for
subhalos for several reasons. On one hand, the virial radius
of subhalos is not well defined. Tidal stripping removes mass
from the outer parts of subhalos and, as a result, subhalos are
truncated at smaller radii compared to field halos of the same
mass (Ghigna et al. 1998; Taylor & Babul 2001; Kravtsov et al.
2004; Diemand et al. 2007a,b). The subhalo DM density pro-
files thus drop very steeply near the edge of the subhalo (see,
e.g., Kazantzidis et al. (2004)). On the other hand, although
the central parts of the subhalo are expected to be una↵ected
by mass loss (Diemand et al. 2008), the particle resolution
of current simulations does not allow for an accurate descrip-
tion of subhalo density profiles in the innermost regions of the
subhalos and of the host halo (see, e.g., the discussion in Die-
mand & Moore (2011)). Therefore, describing the structural
properties of a subhalo is not a trivial task and it becomes
highly desirable to find a definition for the subhalo concen-
tration which is independent of any density profile and of the
particular definition used for the virial radius.

One such way to characterize the concentration parameter
is to express the mean physical density, ⇢̄, within the radius of
the peak circular velocity V

max

, in units of the critical density
of the Universe at present, ⇢c, as (Diemand et al. 2007b, 2008;
Springel et al. 2008)

c
V

=
⇢̄(R

max

)
⇢c

= 2

✓
V
max

H
0

R
max

◆
2

, (1)

where R
max

is the radius at which V
max

is attained and H
0

is
the Hubble constant. Note that, in this way, c

V

can be directly
obtained independently of the assumed form for the subhalo
DM density profile. At the same time, c

V

still fully encodes
the essential meaning attached to the traditional concentra-
tion parameter. Moreover, V

max

is less a↵ected by tidal forces
(Kravtsov et al. 2004; Diemand et al. 2007b).

Yet, finding a relation between c
�

and c
V

is convenient
in order to facilitate both a better intuition on subhalo con-
centration values and to compute annihilation boost factors
in Sec. 3, and ultimately, for a better comparison with previ-
ous works. This c

�

� c
V

relation, though, will necessarily rely
on the assumption of a particular functional form for the DM
density profile.

For spherical (untruncated) subhalos, the virial mass,m
�

,
at redshift z = 0, is defined as

m
�

=
4⇡
3

r3
�

⇢c � , (2)

where � is the overdensity factor that defines the halos and r
�

is its virial radius. Note that this mass does not represent the
true subhalo mass since, as mentioned, subhalos su↵er tidal
forces. However, it is still a good proxy for their concentra-
tion, as tidal mass losses mainly a↵ect the subhalo outskirts
and, indeed, are not expected to change the inner structure
significantly (Kazantzidis et al. 2004; Diemand et al. 2008).

For an NFW DM density profile (Navarro et al. 1996,
1997),

⇢(r) =
4 ⇢s

(r/rs) (1 + r/rs)2
, (3)

where rs ⌘ r�2

is the scale radius and ⇢s is density at rs. It
can be shown that the relation between c

V

and c
�

is given by
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Figure 1. Median halo and subhalo concentrations and 1� errors as found in the VL-II simulation (Diemand et al. 2008). The concentrations
for all individual halos and subhalos are also shown (smaller dots in the background). Top panels: Results for subhalos depicted for three
di↵erent bins of the distance to the center of the host halo. From top to bottom: bin I (red dots), II (magenta dots and gray background dots)
and III (purple dots); see text for details. The black dots correspond to the halo median concentrations in the calibration bin beyond R

�

.
The left panel shows the median c

V

as a function of V
max

, while the right panel is for c

200

as a function of m
200

. We also show the results
of our fits (solid colored lines) and the P12 parametrization for the concentration of field halos (dashed black lines) (Prada et al. 2012) using
the fit in Sánchez-Conde & Prada (2014). Bottom panels: Median c

V

(left) and c

200

(right) as a function of the distance to the center of the
host halo normalized to R

�

, x
sub

. All (sub)halo masses have been included in these two plots.

VL-II and ELVIS simulations, for all the radial bins consid-
ered in our work. It works well in the subhalo mass range
10�6 h�1 M� . m

200

. 1015 h�1 M�.
Likewise, we obtain a parametrization for c

V

as a function
of V

max

and x
sub

for subhalos:

c
V

(V
max

, x
sub

) = c
0

"
1 +

3X

i=1


ai log

✓
V
max

10 km/s

◆�i
#
⇥

[1 + b log (x
sub

)] , (7)

where c
0

= 3.5⇥104, ai = {�1.38, 0.83, �0.49} and b = �2.5.
This fit works well for 10�4 km/s . V

max

. 103 km/s.

In order to compute the boost factor in Sec. 3 we also
need to have the concentration for the field halos. In the case
of ch

200

we will use the P12 parametrization. When using ch
V

we have no parametrization for field halos and only have infor-
mation for subhalos. Nevertheless, as we discussed above, the
concentration in the calibration bin agrees very well with the
concentration of field halos, so we use these results along with
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In order to compute the boost factor in Sec. 3 we also
need to have the concentration for the field halos. In the case
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we will use the P12 parametrization. When using ch
V

we have no parametrization for field halos and only have infor-
mation for subhalos. Nevertheless, as we discussed above, the
concentration in the calibration bin agrees very well with the
concentration of field halos, so we use these results along with
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where in the last step we have assumed an NFW profile and
for halos, we use the parametrization for the concentration
parameter from Prada et al. (2012) using the fit obtained in
Sánchez-Conde & Prada (2014).

With this at hand, the luminosity of a subhalo of mass m
at a distance R

sub

from the center of the host halo, L(m,x
sub

),
is defined as

L(m,x
sub

) = [1 +B(m,x
sub

)]L
smooth

(m,x
sub

) . (12)

where now L
smooth

(m,x
sub

) is the luminosity for the smooth
distribution of the given subhalo and B(m,x

sub

) is the boost
factor due to the next level of substructure. The luminosity
of a subhalo (sub-subhalo) is given by the same functional
form as that of a field halo, but including the dependence of
the concentration parameter on the position of the subhalo
(sub-subhalo) inside the host halo (subhalo).

In addition to the mentioned dependences, we note that
subhalos are not homogeneously distributed within the host
halo (Springel et al. 2008; Hellwing et al. 2015; Rodŕıguez-
Puebla et al. 2016). However, we have checked that the precise
spatial distribution of subhalos inside halos has only a small
impact on our results (below 10%). Therefore, for the sake
of comparison with previous works, we do not include this
dependence here and postpone its discussion to future work.
By assuming that the subhalo mass function does not change
within the halo, we can write the boost factor as

B(M) =
3

L
smooth

(M)

Z M

M
min

dN(m)
dm

dm

Z
1

0

dx
sub

[1 +B(m)] L(m,x
sub

)x2

sub

, (13)

where dN(m)/dm is the subhalo mass function for a halo of
mass M , dN(m)/dm = A/M (m/M)�↵. The normalization
factor is equal to A = 0.012 for a slope of the subhalo mass
function ↵ = 2 and to A = 0.03 for ↵ = 1.9 (Sánchez-Conde
& Prada 2014), and was chosen so that the mass in the re-
solved substructure amounts to about 10% of the total mass
of the halo,11 as found in recent simulations (Diemand et al.
2007b; Springel et al. 2008). Note that, as done in most of
previous works,12 we have not subtracted the subhalo mass
fraction from the smooth halo contribution, so in principle,
this leads to a slight overestimate of the smooth halo luminos-
ity, and hence, to a slight underestimate of the boost factor.
This is expected to be a small correction, though, since it ap-
plies mainly to the outer regions of the halo where the subhalos
represent a larger mass fraction and the smooth contribution
is much smaller and subdominant with respect to the contri-
bution from substructure (Palomares-Ruiz & Siegal-Gaskins
2010; Sánchez-Conde et al. 2011).

In the case of an NFW profile, as the one we are using,
the luminosity from the smooth DM distribution of a field
halo can also be expressed in terms of the maximum circular
velocity, V h

max

, (Diemand et al. 2008)

L
smooth

(V h
max

) '
✓

2.163
f(2.163)

◆
2 2.163H

0

12⇡G2

r
ch
V

(V h
max

)

2
(V h

max

)3 , (14)

11 Extrapolating the subhalo mass function down to m/M =
10�18, those normalizations correspond to ⇠ 50% (⇠ 30%) of the
total mass of the halo for ↵ = 2 (↵ = 1.9).
12 See, e.g., Pieri et al. (2011) for one of the few exceptions.
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Figure 6. Halo substructure boost to the DM annihilation signal as
a function of the host halo mass. We have used our c

200

(m
200

, x

sub

)
parametrization in Eq. (6) and adopted M

min

= 10�6

M�. We
present results for two values of the slope of the subhalo mass
function, ↵ = 1.9 (lower, light red lines) and ↵ = 2 (black lines).
We also show the boost obtained with the DM profile-independent
definition of c

V

(green line), for which we have used our fit for
c

V

(V
max

, x

sub

) in Eq. (7), and (V
max

)
min

= 10�3.5 km/s. Notably,
the c

V

result lies within the results found for c
200

and the two slopes
of the subhalo mass function considered. Thin lines correspond to
results obtained assuming subhalos and sub-subhalos are not trun-
cated by tidal forces, while thick lines represent the more realistic
case, in which subhalos and sub-subhalos have been tidally-stripped
(see text). The dashed lines correspond to the results obtained in
Sánchez-Conde & Prada (2014) when assuming that both halos and
subhalos of the same mass have the same concentration values.

and, in a similar way, by including the radial dependence of
the concentration of subhalos, one can obtain the subhalo lu-
minosity function, L(V

max

, x
sub

).
In this case, the boost factor for a field halo with maxi-

mum circular velocity V h
max

(analogously to Eq. (13)), can be
written as

B(V h
max

) =
3

L
smooth

(V h
max

)

Z V h
max

(V
max

)

min

dN(V
max

)
dV

max

dV
max

Z
1

0

dx
sub

[1 +B(V
max

)] L(V
max

, x
sub

)x2

sub

,

(15)

where (V
max

)
min

is the value of V
max

which corresponds to
M

min

. In order to compute the luminosity in terms of V h
max

we need the subhalo mass function in terms of V
max

, and we
use the result of Diemand et al. (2008), dN(V

max

)/dV
max

=
(0.108/V h

max

) (V h
max

/V
max

)4.
The results for the boost factor defined in Eqs. (13)

and (15) are shown in Fig. 6, where we use the parametriza-
tions for c

200

(m
200

, x
sub

), c
V

(V
max

, x
sub

), ch
V

(V h
max

) and
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ch
200

(M
200

) given by Eqs. (6), (7) (8) and P12, respectively.
We depict the boost factor for field halos as a function of the
halo mass and adopt M

min

= 10�6 M� or, equivalently for an
NFW profile, (V

max

)
min

= 10�3.5 km/s (thin solid lines). We
show the results for both c

V

(green line) and c
200

(in this case,
for two values of the slope of the subhalo mass function, ↵ = 2
and ↵ = 1.9 with black and red lines, respectively). Both re-
sults are in good agreement, with the boost factor obtained
from c

V

lying within the boost factors obtained from c
200

for
the two di↵erent slopes of the subhalo mass functions consid-
ered. The results obtained in Sánchez-Conde & Prada (2014)
are also shown (dashed lines). As done in this latter work and
discussed above, we are including only the two first levels of
substructure, namely subhalos and sub-subhalos, as the con-
tribution of the third substructure level was found to be al-
ways less than 6%. Yet, we note that the second level (namely
B(m,x

sub

) in our notation) can contribute up to ⇠ 40% in
some cases. As can be seen from Fig. 6, we obtain a total
boost which is a factor of 2 � 3 larger than that obtained
in Sánchez-Conde & Prada (2014), where, we recall, the au-
thors assumed that halos, subhalos and sub-subhalos of the
same mass have the same concentrations. Interestingly, our
results also agree well with those recently found by Bartels
& Ando (2015) by means of a semi-analytical model for the
boost based on mass-accretion histories and subhalo accretion
rates. Similar boost values have also been reported in Zavala
& Afshordi (2016), where authors invoked the universality of
DM clustering in phase space within subhalos across a wide
range of host halo masses (Zavala & Afshordi 2014) to predict
DM annihilation signals.

We caution that, in our work and in Sánchez-Conde &
Prada (2014), an NFW DM density profile is always assumed
for all virialized structures. Nevertheless, it has been recently
shown that subhalos and, very especially, microhalos with
masses close to M

min

= 10�6 M� seem to exhibit DM den-
sity profiles which are cuspier than NFW in the innermost
regions (Diemand et al. 2008; Ishiyama 2014). Thus, their
concentrations do not correspond to the NFW concentration
values discussed and adopted throughout this paper. Fortu-
nately, it is possible to convert from one to another (Ricotti
2003; Anderhalden & Diemand 2013) and to perform a one-to-
one comparison among them. The result of adopting subhalo
concentrations that are corrected by the mentioned e↵ect is a
moderate increase of the boost factor, up to ⇠ 30% (Ander-
halden & Diemand 2013; Ishiyama 2014).

3.3 E↵ect of tidal stripping on the boost

So far in the calculation of the boost factor, we have not con-
sidered the fact that subhalos su↵er from tidal forces within
their host halos and thus, that they are expected to be trun-
cated at some radius rt < r

200

. As already discussed above,
this also implies that m

200

is not the true mass of the subhalo
(which was nevertheless assumed to be such in the calculation
of the boost factor in Sec. 3.2, Eqs. (13) and (15)). Therefore,
a more precise value of the boost can be derived if the actual
subhalo mass m, obtained by integrating the subhalo density
distribution up to rt, was adopted instead. In a similar way,
the subhalo luminosity must be truncated at rt instead of r

200

,

Figure 7. Example of subhalo substructure boost to the DM anni-
hilation signal (the one expected, e.g., for dwarf satellite galaxies)
as a function of the subhalo mass for the particular case of subhalos
inside a host halo with mass M

200

= 1012 M� and located at a
distance of 80 kpc from the host halo center. This is approximately
the case of Draco, one of the Milky Way dwarf galaxy satellites
(m

Draco

⇠ ⇥108 M� (Lokas et al. 2005)). We show results ob-
tained assuming subhalos and sub-subhalos are not truncated (or,
in some cases, destroyed) by tidal forces (thin lines), and assuming
subhalos and sub-subhalos are tidally stripped (more realistic case;
thick lines). We have used our c

200

(m
200

, x

sub

) parametrization of
Eq. (6) and adopted M

min

= 10�6

M�. We also present results for
two values of the slope of the subhalo mass function, ↵ = 1.9 (light
red lines) and ↵ = 2 (black lines). See text for further discussion.

i.e.,

Lt

smooth

(m
200

, x
sub

) ⌘
Z rt

0

⇢2
sub

(r) 4⇡ r2 dr =

m
200

c3
200

(m
200

, x
sub

)

[f(c
200

(m
200

, x
sub

))]2
200 ⇢c

9
⇥

✓
1� 1

(1 + rt/rs(m200

, x
sub

))3

◆
.

(16)

This is the only modification one has to include in the cal-
culation of the boost up to the first level of substructures.
However, to compute the boost factor of subhalos (i.e., up to
the second level of halo substructure), in addition to intro-
ducing the analogous modification in the calculation of the
sub-subhalo luminosity, the variable x

sub�sub

⌘ r
sub

/r
200

(the
equivalent to x

sub

for sub-subhalos) must be substituted by
r
sub

/rt, where r
sub

is the distance of the sub-subhalos to the
center of the host subhalo. Moreover, we assume that tidal
forces do not modify the subhalo and sub-subhalo mass func-
tions per unit volume. This means that the number of sub-
subhalos is reduced and therefore, the boost for subhalos.
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1.  Make	use	of	our	best	knowledge	on	subhalo	concentrations.	
2.  Tidal	stripping	included	(Roche	criterium).	
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(Some)	OPEN	ISSUES	

à  Precise	structural	properties	of	DM	subhalos,	including	low-mass	
ones?	

à  Exact	radial	distribution?	
à  How	many?	Mass	function,	survival	probability…	

à  How	do	baryons	affect	them?	

à  Observational	evidences?	(lensing,	Galactic	disk	‘gaps’,	etc)	

à  Should	we	already	see	some	dark	satellites	with	current	γ-ray	
experiments?	

à  Could	they	affect	DM	direct	experiments	in	some	way?	
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