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Motivation
e+e− → μ+μ−

e+μ− → e+μ−

qq̄ → tt̄

Method:

❖ Constructing double-virtual interferences

❖ Adaptive integrand decomposition

❖ Integration-by-parts identities

❖ Differential equation method for Master Integrals

❖ Magnus Exponential to expose the canonical basis

❖ dlog form of the differential matrix

❖ Analytical expansion in terms of GPLs

Tools:

❖ Mathematica

❖ FeynCalc

❖ AIDA + IBPs

❖ handyG

❖ PolyLogTools

Process:

❖ NNLO SM QCD

❖ Four-point two-loop scattering

❖ Three mass scales

❖ IR and UV divergent

Running:

❖ Mathematica package: O(10) sec/pt

❖ Within McMule: O(0.1) sec/pt

virtuals @ NNLO QED
virtuals @ NNLO QED
virtuals @ NNLO QCD

AIDA Framework
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Leonardo_at_Cineca [video link]

Centro Nazionale HPC, BD e QC

PNRR e SuperCalcolo Exascale : 1,000,000,000,000,000,000 Flops

Tecnopolo Cineca a Bologna

Advancement of HPC developments

Motivation



CN1.HPC.Spoke2 / Fundamental Research & Space Economy

Spoke2 & Work Packages

 WP1. Theoretical Physics

 WP2. Experimental Particle Physics 

 WP3. Experimental Astro-Particle Physics 

 WP4. Boosting the Computational Performances

 WP5. Architectural Support

Motivation



CN1.HPC.Spoke2 / Fundamental Research & Space Economy

Spoke2 & Work Packages

 WP1. Theoretical Physics

Section A – Scientific quality 11 

The development of algorithms and computational solutions designed will be shared with all the scientific 
domains in the Centre; indeed, it is expected that their application to further domains will add more value to 
the scientific advancement per se.  In particular, we aim to foster a profitable exchange of technology and 
experience with the productive sector, by showing that solutions from research can be reused in the most data 
and computing intensive activities from the CN private partners. 
 

RESEARCH TOPICS AND LINES 
 
The Spoke activities will align on 6 different topics, which are identified as Work Packages in the following 
of this document. They are: 

1) Theoretical Physics:  
a. Development of algorithms, codes and computational strategies for the simulation of physical 

theories and models, towards pre-Exascale and Exascale architectures. 
b. Theoretical research projects in domains already using HPC solutions, such as: 

i. lattice field theory (flavour physics, QCD phase diagrams, hadronic physics, 
interactions beyond the Standard Model, machine learning in quantum field theories, 
electromagnetic effects in hadronic processes);  

ii. collider physics phenomenology;  
iii. gravitational waves, cosmology and astroparticle physics (neutron-star physics, 

primordial universe, dark matter and energy, neutrino physics); 
iv. nuclear physics; 
v. physics of complex systems (fluid dynamics, disordered systems, quantitative 

biology); 
vi. condensed matter in low dimensional systems;  

vii. quantum systems (entanglement, quantum simulations, quantum information). 
2) Experimental High Energy Physics: selection, data reduction, simulation and reconstruction 

algorithms (either via explicit programming or large-scale Machine Learning solutions) for HEP 
experiments (LHC, Future Colliders, KEK, IHEP, neutrino experiments...), with applications ranging 
from innovative triggers to distributed analysis techniques.  

3) Experimental Astro-Particle Physics: data reduction, reconstruction and time cross-correlation 
algorithms, data selection and simulations of astroparticle and gravitational waves experiments, tools 
for cross-correlations and pattern recognition in multi-messenger physics, including novel 
implementations using techniques like Machine Learning. 

4) Boosting the computational performance of Theoretical and Experimental Physics algorithms: porting 
of applications to GPUs and heterogeneous architectures (e.g., scalability of scientific codes and 
applications on GPU/CPU many-cores clusters, local and remote offloading, mission-critical 
algorithms on FPGAs, ...). The solutions and tools implemented during the project will be easily 
extendable to other scientific domains of the Centre and to the industrial partners in the Spoke; 
moreover, the personnel trained within the Centre will help to spread and boost the application of HPC 
methodologies to Italian academic and industrial fields, for a comprehensive advancement of the 
Italian system. 

5) Architectural Support for Theoretical and Experimental Physics Data Management on the Distributed 
CN infrastructure: support for the adaptation of existing applications on the data-lake distributed 
infrastructure, and via innovative computational models (for example sharing of gauge configurations 
in lattice field theories, long-term data preservation, streaming access to data, tiered storage solutions, 
…). The solutions implemented will be tailored to the needs of the scientific fields, easily extendible 
not only to the nearby scientific domains in the Centre, but also to all academic and industrial realities 
where needs to access distributed computing and large amounts of data exist. In particular, the 
industrial partners in the Spoke have expressed interest in using the same technologies for their specific 
use cases. 

Motivation



Usecase HPC.spoke2.WP1 /ADVANCED CALCULUS FOR PRECISION PHYSICS

Nodes: UNIBO - UNICAL - UNIMIB - UNIPD

● Effective Field Theories for Quantum and Classical Physics 

● Scattering Amplitudes 

● Physics of the Universe and Gravitational Waves Physics 

● Computational Algebraic Geometry 

The software developed in this research program will have a major impact on Collider Phenomenology, as well as on Cosmology and 
Mathematics.

● Standard Model Physics 

● Beyond Standard Model Physics 

● Parton Distributions Functions 

● Higgs boson and Heavy Particles Physics 

 1. Models & Diagrams

 2. Amplitudes & Integrals 

 3. Cross Sections & Events

 4. Physics at Colliders 

 5. Beyond Colliders

  Five research directions:

Motivation
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Motivation
AIDA framework


• Mathematica framework (user-friendly)

• From the generation of the amplitude to its IBP reduction

• Implementation of the Adaptive Integrand Decomposition (AID)

• Can work with helicity amplitudes, form factors and interferences


  What is missing?

• Parallelization

• Designed for up to 2L processes

What we are aiming for LoopIn to be?

• Mathematica front-end (user-friendly)

• Minimal number of inputs

• From the generation of the amplitude to its numerical evaluation

• Modular: LoopIn has to be able to be interfaced with any code

• Flexible: User can manipulate the IO of LoopIn (with care)

• Every module of LoopIn will produce its own output

• Parallelizable

• Designed for any number of loop



σ(1,2 → p) = Cnorm

Nord

∑
j=0

( α
π )

j

σNj LO + 𝒪 (α(Nord+1))

σNj LO =
j

∑
i=0

∫ dΦ(p+i) ℳ(i,j−i)
p+i

ℳ(m,L)
p =

1
Nst. ∑
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Re(𝒜(m)*
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p )

𝒜(L)
p = pL-loop

From Cross Section to Amplitudes in pQFT

Total cross section

NjLO contribution

Interference terms

Feynman Diagrams



Example: γ* → l̄l @N3LO QED
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From Cross Section to Amplitudes in pQFT



LoopIn

Scattering

Process

Phase-space 
point

1,2 → p
NjLO <Model>
mL − interference

(sN, m2
N)
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LoopIn

Scattering

Process

“Number”

Phase-space 
point

1,2 → p
NjLO <Model>
mL − interference

(sN, m2
N)

ℳ(m,L)
p (sN, m2

N)



LoopIn: setting up the calculation

Building 

Interference terms Summing over


external states Numerator

Algebra

∑
h

ϵ(h)*
i ϵ(h)

j → gμν

∑
s

ψ̄ (sj)(pj)⋯ψ (si)(pi)ψ̄ (si)(pi)⋯ψ (sj)(pj) → Tr(pj⋯pi⋯)/ /
pμ

i pν
j gμν = pi ⋅ pj

Tr(⋯) = ∑
ij

cij(pi ⋅ pj)

(ℳ(L)
p )ij = ∑̄

αnβ̄r

cᾱnβ̄r
Iβ̄r
ᾱn (s, m2; d)

Drawing 

Feynman Diagrams

𝒜(L)
p = p-point n-loop Feynman amplitude

How do we setup the

calculation of each contribution


to the cross section?

Feynman Rules

→ ieγμδij
μ

i

j

→
−igμν

p2 − iϵ
νμ p→

𝒜(2)
4 = ⋯

𝒜(0)
4 = ℳ(2)

4 =

(ℳ(L)
p )ij = Interference between i-th     term


And j-th     term𝒜(n)
p

𝒜(0)
p

Feynman Integrals

Iβ̄r
ᾱn (s, m2; d) = ∫

L

∏
l=1

ddkl
Dβ1

n+1⋯Dβr
n+r

Dα1
1 ⋯Dαn

n

Di = q2
i − m2

i + iϵ

• Each interference term can be expressed as a 
linear combination of Feynman Integrals


• Feynman integrals depend will depend on 
invariants, masses and space-time dimension*

*dimensional regularization is implicitly assumed during the whole discussion
is a combination of loop and external momentaqi

Interference = combination of Integrals

Exporting all 

interference terms

γ* → l̄lγ
N2LO QED

(tree, 2L) − interference

Process



Calculating Amplitudes: Decomposition

Iβ̄r
ᾱn (s, m2; d) = ∫

L

∏
l=1

ddkl
Dβ1

n+1⋯Dβr
n+r

Dα1
1 ⋯Dαn

n

On the notation

Iβ̄r
ᾱn (s, m2; d) = Int(T, α1, …, αn, β1, …, βr)

Feynman Integrals Graph topology with

power indices ∼

T =

(k1, mμ)
(k1 − p1, mμ)
(k1 + p2, 0)
(k2 − p2, mμ)
(k2 + p1, 0)
(k1 + k2, mμ)
(k2 − p2 − p3, mμ)

=↔
• Every integral coming from the same diagram 

will belong to the same topology

• Indices    and    characterize every individual 

integral

• Denominator basis might be not closed: 

Automatic choice of ISPs

ᾱn β̄r

Integral notation

Topology

Indices

TopologyDiagram



Grouping Diagrams

Lee-Pomeransky Polynomials1 are a way of representing the graphical 
properties of a Feynman Diagram as a polynomial. 

Whilst initially constructed from the momenta of the propagators within the 
diagram, the result only depends on variables that represent those 
propagators rather than the momenta within them.

1R.N. Lee (2013)- http://dx.doi.org/10.1007/JHEP11(2013)165 

[courtesy of Tom Dave]

[Crisanti,Dave,Smith:WIP]



Grouping Diagrams

Propagators:

Polynomial:

Propagators:

Polynomial:

[courtesy of Tom Dave]

[Crisanti,Dave,Smith:WIP]



Grouping Diagrams
To consider a pinch, we can set one of the variables to zero. 

We can then consider permutations of the variables.

Starting from a diagram with maximal propagators (Parent), if find pinches 
and a permutation of the variables that match to a diagram with fewer 
propagators (Sub-Diagram). The Sub-Diagram is a member of the Parent 
Diagram’s family.

Example from the previous diagrams:

The same as the 
Triangle diagram.

[courtesy of Tom Dave]
[Crisanti,Dave,Smith:WIP]

[Crisanti,Dave,Smith:WIP]



Grouping Diagrams
We were able to group 148 diagrams into 20 families, as seen in the table below:

[courtesy of Tom Dave]
[Crisanti,Dave,Smith:WIP]

[Crisanti,Dave,Smith:WIP]



LoopIn

Scattering

Process

“Number”

Phase-space 
point

Drawing

diagrams

Qgraph

FeynArts

Interferences

Summing over 
ext. state Algebra

FORM

FeynCalc

Grouping

diagrams

Finding

Topologies

In-house

1,2 → p
NjLO <Model>
mL − interference

(sN, m2
N)

ℳ(m,L)
p (sN, m2

N)

???



Integration-by-parts identities

Feynman integrals are invariant 

over loop momenta shifts

kl → Aliki + Blj pj ⟹ ∫
L

∏
l=1

ddkl
d

dkμ
j (vμ

i

Dβ1
n+1⋯Dβr

n+r

Dα1
1 ⋯Dαn

n ) = 0

Using       as seeds: GIGANTIC system of equationᾱr, β̄s

Is there a way to reduce 

the number of integrals 

we need to evaluate?

Iβ̄r
ᾱn (s, m2; d) = ∫

L

∏
l=1

ddkl
Dβ1

n+1⋯Dβr
n+r

Dα1
1 ⋯Dαn

n

Feynman IntegralsTypical 2-loop processes get 

contribution from               integrals∼ 104 − 106

Fact:

∑̄
αs,β̄r

bᾱs,β̄r
Int(T, α1, …, αn, β1, …, βr) = 0

Example of an IBP operator

Integration-by-part Identities (IBPs)

[Chetyrkin,Tkachov:1981]
[Laporta:hep-ph/0102033]



Integration-by-parts identities

MIs

(ℳ(L)
p )ij = ∑

n

cn Jn (s, m2; d)

Example of a reductions table

• Number of integrals drastically decreases

• The choice of MIs is not unique

Not all identities in the IBPs system are independent

Rank of the system = # of Master Integral

Gauss elimination 
on IBPs system

Integral

Reduction

Choice of 
Master Integral

After reduction:

+

#Iβ̄r
ᾱn

∼ O(104 − 106)

#Jn ∼ O(102 − 103)

→
Is there a way to reduce 

the number of integrals 

we need to evaluate?

[Chetyrkin,Tkachov:1981]
[Laporta:hep-ph/0102033]



Integration-by-parts identities

Reading Integrals

From Interferences Creating Inputs


for the IBP reducer Running IBPs

(Possibly in parallel)

Reducer Output

(ℳ(L)
p )ij = ∑

n

cn Jn (s, m2; d)

(ℳ(L)
p )ij = ∑̄

αnβ̄r

cᾱnβ̄r
Iβ̄r
ᾱn (s, m2; d)

Interference

Reduced Interference
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Numerical Integration

Jn (sij = Num . , mk = Num . ; d) = ??

How do we evaluate 

Master integrals?

Evaluating Masters 

MonteCarlo Integration 

Methods

Loop-Tree 

Duality

Tropical 

Integration

Sector 

Decomposition

Numerical solution of 

Differential Equations

Auxiliary-mass 

flow

DEs solutions 

along paths



Series expansion methods

(DiffExp, SeaSyde)

 - Analytical IBPs + Differential equation system

 - Boundary condition as input in Euclidean region

 - Propagating boundary to physical region

[Hidding:2006.05510]
[Armadillo,Bonciani,Devoto,Rana,Vicini:2205.03345]

Numerical solution of Differential equations

Auxiliary mass flow

(AMFlow)

 - Introducing a mass parameter   into propagators

 - Numerical IBPs + DE system depending on   only

 - Automatic Boundary condition at 

 - Propagating boundaries to

η

η → 0
η → ∞

η

[Liu,Ma:2201.11669]

Numerical Integration

[Liu,Ma:2201.11669]

[Dubovyk,Freitas,Gluza,Grzanka,Hidding,Usovitsch:2201.0257]



Numerical Integration
MonteCarlo Integration methods

[Jones:GGI talk,13 Sept 2023]

[Borinsky,Munch,Tellander:2310.19890]

[Heinrich:0803.4177]

Tropical integration

(FeynTrop)

 - Feynman parameters + contour deformation 

 - Tropical approximation of Symanzik Polynomial

 - MonteCarlo integration improved with tropical sampling

 - Improving sampling by geometrical insights

xi → xie
−iλ d

dxi ( 𝒰(x̄)
ℱ(x̄) )

[Borinski,Munch,Tellander:2302.08955]

Sector Decomposition

(SecDec, pySecDec)

 - Feynman parametrization

 - Splitting integration domain

 - End-point subtraction of singularities and   expansion

 - contour deformation + expansion-by-region

 - MonteCarlo integration of finite integrals

ϵ

[Heinrich,Jones,Kerner,Magerya,Olsson,Schlenk:2305.19768]

(Trop(2x1x2 + 4x2
3) = max

supp
(x1x2, x2

3))

https://arxiv.org/abs/2302.08955


AMFlow interface

• Arranging MI according to the topologies.

• Generating a folder, for each topology, 
with a script to run AMFlow in parallel.

• Creating a Bash script for managing the 
AMFlow jobs.

• Loading AMFlow and setting the IBPs 
reducer;


• Setting the AMFlowInfo parameters (by 
loading the information from parent folders 
and files);


• Loading ps-point by Bash script;

• Listing MI to evaluate and setting precision;

• Evaluating MI;

• Exporting the results.

• Inputs:

• Number of parallel processes;

• AMFlow scripts paths;

• List of ps-points;


• Controls:

• Number of parallel processes;

• Avoiding double execution of the same 

AMFlow script on different ps-points.

Input: minimal set of MI
AMFlow script 

Bash script 

[courtesy of Marco Bigazzi]
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LoopIn: current status
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Summary

Current status: alpha


Near future:

• tackling 3L QED processes


Long term:

• Robust grouping implementation

• Form factors and helicity amplitudes

Features:

• Automated framework for evaluation of scattering amplitudes in pQFT++

• Designed for parallelization

• Modular structure, easily upgradable

• Tested on many 1L and 2L virtual correction in QED/QCD (by M. Bigazzi)

We present a novel code for automated evaluation of Scattering Amplitudes

LoopIn: Loop Integrals for virtual amplitudes
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Thank you for your attention!


