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Overview
• What is T2K?  

• Global strategy T2K: 

• Fits for oscillations.  

• Improving models for oscillations beyond oscillations 

• Future:  

• N280 upgrade  

• Expectations  

• Recap 
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T2K experiment
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T2K strategy
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• Since the neutrino energy is not monochromatic: 

•  we need to determine event by event the energy of the neutrino.  

• This estimation is not perfect and the cross-section does not cancels 
out in the ratio.  

• The neutrino oscillations introduce differences in the flux spectrum 
and the ratio does not cancel the cross-sections. 
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T2K Strategy
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In the kinematical  case                   is given by models tuned 
by experiments.  
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Accurate model 
mandatory



Neutrino interaction 
model

• As an example on the model migration efforts 
the new model used in oscillations include:  

• New spectral-function based nuclear model for 
charged-current quasi-elastic (CCQE) 
interactions; 

• introducing an additional uncertainty due to 
nuclear effects in the four-momentum 
transferred to the nucleus (Q2),  

• uncertainty for the nucleon removal energy.  

• Nuclear cascade model for pions was tuned to 
external data.
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Fig. 8: The two-dimensional probability density distribution for the spectral function for oxygen in NEUT [43] (left), and
the projection onto the removal energy axis (right). On the left, the darker colour represents a higher probability of finding
an initial-state nucleon with a particular removal energy and momentum. The two sharp p-shells at Ermv ⇠ 12 MeV and
Ermv ⇠ 18 MeV, and the larger diffuse s-shell at Ermv ⇠ 20�65 MeV and |p|< 100 MeV/c, are visible. The predictions for
the shell positions from another model [58] are overlaid on the right with dashed lines, for protons (red) and neutrons (blue).
The energy in MeV is labelled for each prediction.

ial part. The nucleon axial mass parameter appearing in the
form factor, MQE

A , is constrained using bubble chamber mea-
surements of neutrino interactions on light nuclear targets,
as detailed later in Sec. 5.2.

5.1.2 2p2h

In two-particle two-hole (2p2h) interactions, a neutrino in-
teracts with a correlated pair of nucleons, ejecting both from
the nucleus. Although this is not a dominant process at T2K,
it usually produces single-ring electron-like or muon-like
events in the FD—making up about 12% of the 1Rµ selec-
tion at the FD—and is therefore important to the oscillation
analysis. As T2K’s neutrino energy estimator is based on
the assumption that the interaction was CCQE, applying it
to 2p2h events causes a natural bias. Thus it is crucial that
the relative contribution of 2p2h events to the selections, and
the bias they cause to the neutrino energy estimator, are well
modelled. NEUT describes the charged-current 2p2h cross
section and outgoing lepton kinematics with the Nieves et
al. model [60]. In this model, the 2p2h cross section peaks
in two distinct regions of momentum and energy transfer,
referred to as “D” and “non-D” excitation regions, which
each cause distinctly different biases in neutrino energy re-
construction [1]. Neutral-current 2p2h interactions are not
simulated in NEUT. Their inclusion would have a negligi-
ble impact on the oscillation analysis as such interactions
would make a small contribution to an already small NC
background, which is prescribed large uncertainties.

5.1.3 Single-pion production

Single-pion production (SPP) processes are the dominant
contributor for the T2K FD sample that requires a single
electron-like ring with one delayed decay electron (referred
to as 1Re1de in Sec. 7). The events also contribute to the
other event samples when the pion is not observed due to
interactions in the detector or the nucleus, or due to recon-
struction inefficiencies. SPP at T2K stems mostly from the
neutrino-induced excitation of an initial-state nucleon to a
baryon resonance that decays into a pion and a nucleon, and
makes up about 13% of the 1Rµ selection. These processes
are described in NEUT by the Rein–Sehgal (RS) model [61]
in the outgoing hadronic mass region W < 2.0 GeV, with ad-
ditional improvements to the nucleon axial form factors [62,
63] and the inclusion of the final-state lepton mass in the cal-
culation [64–66]. Whilst D(1232) excitations are the domi-
nant contributors to the SPP cross section, a total of 18 bary-
onic resonances are included in addition to a non-resonant
process in the mixed isospin channels. Interference between
the resonances is incorporated, but not between the resonant
and non-resonant components. The initial-state model for
SPP interactions in NEUT is a simple relativistic Fermi gas.

Coherent scattering off nuclei also contributes to the
SPP cross section, especially at low four-momentum trans-
fer. In this analysis, NEUT models coherent interactions
with the Berger–Sehgal model [67], updated from the RS
model [68], and includes Rein’s model of diffractive pion
production [69].
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Fig. 8: The two-dimensional probability density distribution for the spectral function for oxygen in NEUT [43] (left), and
the projection onto the removal energy axis (right). On the left, the darker colour represents a higher probability of finding
an initial-state nucleon with a particular removal energy and momentum. The two sharp p-shells at Ermv ⇠ 12 MeV and
Ermv ⇠ 18 MeV, and the larger diffuse s-shell at Ermv ⇠ 20�65 MeV and |p|< 100 MeV/c, are visible. The predictions for
the shell positions from another model [58] are overlaid on the right with dashed lines, for protons (red) and neutrons (blue).
The energy in MeV is labelled for each prediction.

ial part. The nucleon axial mass parameter appearing in the
form factor, MQE

A , is constrained using bubble chamber mea-
surements of neutrino interactions on light nuclear targets,
as detailed later in Sec. 5.2.

5.1.2 2p2h

In two-particle two-hole (2p2h) interactions, a neutrino in-
teracts with a correlated pair of nucleons, ejecting both from
the nucleus. Although this is not a dominant process at T2K,
it usually produces single-ring electron-like or muon-like
events in the FD—making up about 12% of the 1Rµ selec-
tion at the FD—and is therefore important to the oscillation
analysis. As T2K’s neutrino energy estimator is based on
the assumption that the interaction was CCQE, applying it
to 2p2h events causes a natural bias. Thus it is crucial that
the relative contribution of 2p2h events to the selections, and
the bias they cause to the neutrino energy estimator, are well
modelled. NEUT describes the charged-current 2p2h cross
section and outgoing lepton kinematics with the Nieves et
al. model [60]. In this model, the 2p2h cross section peaks
in two distinct regions of momentum and energy transfer,
referred to as “D” and “non-D” excitation regions, which
each cause distinctly different biases in neutrino energy re-
construction [1]. Neutral-current 2p2h interactions are not
simulated in NEUT. Their inclusion would have a negligi-
ble impact on the oscillation analysis as such interactions
would make a small contribution to an already small NC
background, which is prescribed large uncertainties.

5.1.3 Single-pion production

Single-pion production (SPP) processes are the dominant
contributor for the T2K FD sample that requires a single
electron-like ring with one delayed decay electron (referred
to as 1Re1de in Sec. 7). The events also contribute to the
other event samples when the pion is not observed due to
interactions in the detector or the nucleus, or due to recon-
struction inefficiencies. SPP at T2K stems mostly from the
neutrino-induced excitation of an initial-state nucleon to a
baryon resonance that decays into a pion and a nucleon, and
makes up about 13% of the 1Rµ selection. These processes
are described in NEUT by the Rein–Sehgal (RS) model [61]
in the outgoing hadronic mass region W < 2.0 GeV, with ad-
ditional improvements to the nucleon axial form factors [62,
63] and the inclusion of the final-state lepton mass in the cal-
culation [64–66]. Whilst D(1232) excitations are the domi-
nant contributors to the SPP cross section, a total of 18 bary-
onic resonances are included in addition to a non-resonant
process in the mixed isospin channels. Interference between
the resonances is incorporated, but not between the resonant
and non-resonant components. The initial-state model for
SPP interactions in NEUT is a simple relativistic Fermi gas.

Coherent scattering off nuclei also contributes to the
SPP cross section, especially at low four-momentum trans-
fer. In this analysis, NEUT models coherent interactions
with the Berger–Sehgal model [67], updated from the RS
model [68], and includes Rein’s model of diffractive pion
production [69].



Model degrees of freedom
• This is one of the most delicate issues in the oscillation fits.  

• Degrees of freedom should be such that:  

• has a physical motivation.  

• can be applied as reweights to the Monte-Carlo events:  

• not always obvious when the available phase space 
is not covered by nominal MC: bind energy, Pauli 
blocking, etc…  

• are adapted to the model in use. 
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T2K does not consider these modified models as true models, but as a way to 
parametrise the cross-section to adapt to experimental results. 



Near detector data
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Near detector data fits
• Fits are done in the usual (pμ,cosθμ) variables.  

• other ones are some function of them (like Ereco = f 
(pμ,cosθμ)).  

• This could be useful to improve the binning of the data, 
but not used so far.   

• The presence of protons in those samples can be seen as a 
2 bin in proton momentum (< 450 MeV/c and > 450 MeV/c).  

•  Proton information is not used in the fits (maybe in future 
with the incorporation of complex variables). 
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Model degrees of 
freedom

• Latest published model (2020 model) 
contains: 
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Parameter Central Value Uncertainty

MQE
A (GeV) 1.03 0.06

DEnO
rmv (MeV) +4 6

DEnO
rmv (MeV) 0 6

DEnC
rmv (MeV) +2 6

DEnC
rmv (MeV) 0 6

0.00 < Q2 < 0.05 1.00 —
0.05 < Q2 < 0.10 1.00 —
0.10 < Q2 < 0.15 1.00 —
0.15 < Q2 < 0.20 1.00 —
0.20 < Q2 < 0.25 1.00 —
0.25 < Q2 < 0.50 1.00 0.11
0.50 < Q2 < 1.00 1.00 0.18

Q2 > 1.00 1.00 0.40

Tab. 3: The parameters included in the 1p1h uncertainty
model with their values and uncertainties before the ND
analysis. The uncertainties for the removal energy param-
eters are around their central value and contain the carbon-
oxygen and n-n correlations described in the text. The first
five Q2 parameters are not externally constrained before the
analysis, and are free to vary between 0 and •. The units of
the Q2 ranges are GeV2.
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Fig. 9: Cross-section predictions for nµ (solid) and nµ
(dashed) 2p2h interactions on 12C from Martini et al. [96],
Nieves et al. [60], and SuSA v2 [97, 98].

5.2.3 Single-pion production uncertainties

The uncertainty treatment for SPP remains almost identi-
cal to previous T2K analyses [1, 2, 99]. There are three cen-
tral parameters in the modified RS model: the resonant axial
mass, MRES

A ; the value of the axial form factor at zero trans-
ferred four-momentum, CA

5 (Q
2 = 0); and the normalisation

of the I1/2 non-resonant component. As for MQE
A , the pa-

rameters have been tuned to deuterium bubble chamber data
using NUISANCE [85], selecting SPP data from ANL [100,
101] and BNL [102, 103], including corrected data [104].
The uncertainties are inflated so that the model adequately
describes the SPP cross section in different hadronic mass
regions from ANL and BNL, and SPP cross-section mea-
surements on nuclear targets from MiniBooNE [105–107]
and MINERvA [108–111].

A new parameter was introduced for anti-neutrino inter-
actions producing low momentum pions, which constitute a
background for the single-ring n-mode samples. This extra
freedom is added through an I1/2 non-resonant normalisa-
tion parameter that affects both nµ and ne single pion inter-
actions with pp < 200 MeV/c in the Rein–Sehgal model.
The parameter is not constrained by the ND and has an un-
certainty of 100%.

Normalisation parameters on the CC and NC coherent
cross sections are included separately, and each is assigned
an uncorrelated 30% uncertainty based on comparisons to
MINERvA data [112]. The uncertainty on coherent scatter-
ing is fully correlated between carbon and oxygen.

5.2.4 Deep inelastic scattering uncertainties

DIS interactions make a small contribution to the samples in
this oscillation analysis due to T2K’s neutrino energy. Nev-
ertheless, uncertainties that cover variations in muon kine-
matics from CC DIS interactions are needed for the ND
fit, whose selections contain some multi-p events, and have
been significantly updated from previous analyses [99].

As discussed in Sec. 5.1, NEUT uses PDFs with BY cor-
rections to calculate the DIS cross section. The uncertainty
in the BY corrections is parametrised as a fraction of the
difference between using the GRV98 PDFs with and with-
out the BY corrections. At Q2 > 1.5 GeV2 the impact is
marginal, but in the peak region at lower Q2 the impact is
large, altering the predicted cross section by ⇠ 40%. This
parameter is split for W < 2 GeV (multi-p) and W > 2 GeV
(DIS) interactions.

Another parameter is introduced to modify the gener-
ation of the hadronic state for W < 2 GeV DIS interac-
tions, which uses a custom model [55] to choose the par-
ticle multiplicities in an event. This parameter accounts for
the differences between the custom model and the AGKY
model [113] used in the GENIE event generator [114].
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Fig. 11: Constraints on the CC0p parameters, excluding
the CCQE Q2 parameters, from the fit to ND data (black
points, black lines), overlaid on the input uncertainty (red
band). The parameters on the left-hand side of the figure are
presented as a ratio to the generated value in NEUT, and
the right side shows the removal energy parameters, Ermv,
with shifts in units of MeV. CCQE interactions are gener-
ated in NEUT with MQE

A = 1.21 GeV, but a pre-fit value of
1.03 GeV was used after analysis of CCQE bubble chamber
data. The absence of an uncertainty band reflects that the
parameter was not constrained by external inputs before the
analysis of ND data.

Fig. 12: Constraints on the CCQE Q2 parameters as a func-
tion of Q2 from the fit to ND data (black points, black lines),
overlaid on the input uncertainty (red band). The absence of
an uncertainty band reflects that the parameter was not con-
strained by external inputs before the analysis of ND data.

The CCQE Q2 parameters are shown in Fig. 12, where
there is a suppression at low Q2 until 0.2 GeV2, consis-
tent with other cross-section data mentioned in Sec. 5.2. At
higher Q2 the data prefers an enhancement of 20�30%. The
Q2 parameters have strong anti-correlations with the flux pa-
rameters, as shown in Fig. 13, and studies with fixed values
of the Q2 parameters showed that the flux parameters com-
pensate for differences in Q2 for CCQE events, a testament
to the parameters’ correlations.

The 2p2h normalisation has been given the freedom to
independently vary for neutrino and anti-neutrinos, and dif-
ferences in 2p2h neutrino and anti-neutrino parameters may
reflect a more general mismodelling of CC0p interactions.
This may allow deficiencies in the anti-neutrino CCQE
model to be absorbed in the 2p2h normalisation parameters.
Similarly, MQE

A and the CCQE Q2 normalisation parameters
may be absorbing effects from a different axial form factor
parametrisation, which may evolve differently as a function
of other variables, e.g. En , as mentioned in Sec. 5.3. Both of
these effects, amongst others, are studied through simulated
data studies in Sec. 9 and App. B. The full parameter set
with their values before and after the analysis of ND data is
provided in App. E.

The MCMC and gradient-descent analyses differed in
the treatment of the removal energy uncertainty. The MCMC
allows for discrete movement of events between bins, which
may produce multi-modal posterior probability distributions
(output constraint) of the removal energy parameters. The
smoothed binned implementation in the gradient-descent
framework prevents this from disrupting the ability to find
the maximum likelihood, whilst still capturing the overall
physics behaviour of the removal energy uncertainty. The
impact of this and other differences between the analyses,
such as the non-uniform rectangular binning scheme, were
addressed by separately propagating the covariance matrix
from the gradient-descent framework and the parameter
variations sampled by the MCMC to the oscillation analysis
in Sec. 8.

In general, the constraints on the parameters and the
impact of the ND analysis agrees with the expected sensi-
tivity. Furthermore, compatible results are found between
the MCMC and the gradient-descent analyses in the central
value estimates, uncertainties, and correlations of the pa-
rameters, leading to consistent sample predictions at the ND
and the FD.

6.5 ND predictions

The aforementioned selections in the data and simulation
are compared before and after fitting to data, using the con-
straints on the systematic uncertainties from Sec. 6.4. Tab. 6
shows the number of events in each selection, where the
agreement between the post-fit prediction and the data is
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presented as a ratio to the generated value in NEUT, and
the right side shows the removal energy parameters, Ermv,
with shifts in units of MeV. CCQE interactions are gener-
ated in NEUT with MQE

A = 1.21 GeV, but a pre-fit value of
1.03 GeV was used after analysis of CCQE bubble chamber
data. The absence of an uncertainty band reflects that the
parameter was not constrained by external inputs before the
analysis of ND data.
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Fig. 12: Constraints on the CCQE Q2 parameters as a func-
tion of Q2 from the fit to ND data (black points, black lines),
overlaid on the input uncertainty (red band). The absence of
an uncertainty band reflects that the parameter was not con-
strained by external inputs before the analysis of ND data.

The CCQE Q2 parameters are shown in Fig. 12, where
there is a suppression at low Q2 until 0.2 GeV2, consis-
tent with other cross-section data mentioned in Sec. 5.2. At
higher Q2 the data prefers an enhancement of 20�30%. The
Q2 parameters have strong anti-correlations with the flux pa-
rameters, as shown in Fig. 13, and studies with fixed values
of the Q2 parameters showed that the flux parameters com-
pensate for differences in Q2 for CCQE events, a testament
to the parameters’ correlations.

The 2p2h normalisation has been given the freedom to
independently vary for neutrino and anti-neutrinos, and dif-
ferences in 2p2h neutrino and anti-neutrino parameters may
reflect a more general mismodelling of CC0p interactions.
This may allow deficiencies in the anti-neutrino CCQE
model to be absorbed in the 2p2h normalisation parameters.
Similarly, MQE

A and the CCQE Q2 normalisation parameters
may be absorbing effects from a different axial form factor
parametrisation, which may evolve differently as a function
of other variables, e.g. En , as mentioned in Sec. 5.3. Both of
these effects, amongst others, are studied through simulated
data studies in Sec. 9 and App. B. The full parameter set
with their values before and after the analysis of ND data is
provided in App. E.

The MCMC and gradient-descent analyses differed in
the treatment of the removal energy uncertainty. The MCMC
allows for discrete movement of events between bins, which
may produce multi-modal posterior probability distributions
(output constraint) of the removal energy parameters. The
smoothed binned implementation in the gradient-descent
framework prevents this from disrupting the ability to find
the maximum likelihood, whilst still capturing the overall
physics behaviour of the removal energy uncertainty. The
impact of this and other differences between the analyses,
such as the non-uniform rectangular binning scheme, were
addressed by separately propagating the covariance matrix
from the gradient-descent framework and the parameter
variations sampled by the MCMC to the oscillation analysis
in Sec. 8.

In general, the constraints on the parameters and the
impact of the ND analysis agrees with the expected sensi-
tivity. Furthermore, compatible results are found between
the MCMC and the gradient-descent analyses in the central
value estimates, uncertainties, and correlations of the pa-
rameters, leading to consistent sample predictions at the ND
and the FD.

6.5 ND predictions

The aforementioned selections in the data and simulation
are compared before and after fitting to data, using the con-
straints on the systematic uncertainties from Sec. 6.4. Tab. 6
shows the number of events in each selection, where the
agreement between the post-fit prediction and the data is
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6.3 Defining the likelihood

Each selection is binned in the reconstructed muon momen-
tum, pµ , and the cosine of the muon angle with respect to the
detector z-axis, cosqµ , which nearly lines up with the aver-
age neutrino direction1. The ND likelihood is constructed by
calculating the �2lnLtotal of the data and simulation (MC)
across all bins in all samples at each set of the parameter val-
ues. The systematic uncertainties in the models for the ND
response, neutrino interactions, and neutrino flux, detailed in
previous sections, are encoded via a Gaussian penalty term,
which includes the covariances between the systematic un-
certainties, shown in Eq. 7. The treatment of statistical un-
certainties in the simulation has been updated [130,131] and
was validated against a complementary approach [132] and
the previously used method. The total likelihood is defined
as

Ltotal = Lstat ⇥LMC stat ⇥Lsyst (5)

where Lstat is the statistical likelihood, LMC stat is the MC
statistical uncertainty likelihood, and Lsyst is the likelihood
of the systematic uncertainties. The frequentist analysis
maximises Ltotal by finding the minimum of �2lnLtotal,
and the Bayesian analysis samples the �2lnLtotal around
the minimum in proportion to the posterior probability. The
first two terms in Eq. 5 are linked, as the statistical uncer-
tainty on the MC affects the number of MC events. The two
statistical contributions read,

�2lnLstat �2lnLMC stat =

2
samples

Â
i

bins

Â
j

"✓
NMC �NData +NData ln

NData

NMC

◆
+

(b j �1)2

2s2
b j

#

(6)

where in each bin j of sample i, NData (NMC) is the num-
ber of events in data (MC), b j scales the unweighted MC
events, and sb j is a measure of the MC statistical uncer-
tainty. The systematic uncertainties are parametrised as cor-
related Gaussian penalties,

�2lnLsyst = (~x�~µ)T V�1 (~x�~µ) (7)

where~x (~µ) are the values of the systematic uncertainty pa-
rameters during (before) the fit, and V is their covariance
matrix. The ND constrains the flux uncertainty at the FD
through such a covariance matrix. The low-momentum nµ
SPP, neutrino energy-dependent 2p2h, NC other, NC1g , and

(n )
e/(n )

µ parameters are barely constrained by the ND analy-
sis, so their constraints are not propagated to the FD in the
1The average neutrino direction in the ND coordinates is r̂ =
(�0.0128224,�0.0249785,0.999586), where the coordinate system
shown in Fig. 3, with the z-axis defined as the side of ND280 which
is most parallel to the neutrino beam, and the y-axis is defined as the
vertical.

frequentist analysis. In the simultaneous ND+FD Bayesian
analysis, both detectors are used to constrain these parame-
ters.

6.4 Results of the ND analysis

The ND analysis sees large shape changes in the n-mode
nµ flux parameters with roughly 10% enhancement at low
En and 10% suppression at high En , as shown in Fig. 10.
The neutrino flux parameters have strong correlations with
each other and with some cross-section parameters, such
as MQE

A and the Q2 parameters, shown in Fig. 13. Mov-
ing the flux parameters by this amount incurs a penalty of
�2lnLflux/Ndof ⇠ 1 for this variation in flux parameters
due to the large correlations, confirmed by p-value studies
in Sec. 6.6.
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Fig. 10: Constraints on the n-mode nµ flux uncertainty pa-
rameters at the FD from the fit to ND data (black points,
black lines), overlaid on the input uncertainty (red band).

Fig. 11 and Fig. 12 show the CC0p cross-section param-
eters after the fit. Despite the external constraint on MQE

A ,
the data prefers a larger value of MQE

A = 1.16 GeV. A com-
plementary fit, changing the uncertainty on MQE

A to be un-
constrained instead of informed by bubble chamber data,
had little impact on the ND analysis and the predictions at
the FD; hence the constraint on MQE

A is primarily driven by
the ND data. The 2p2h normalisation is different for neu-
trinos and anti-neutrinos, which are both constrained to ⇠
15% uncertainty, with the 2p2h normalisation for neutrinos
consistent with the prediction from Nieves et al. The 2p2h
normalisation for carbon and oxygen is consistent with 1,
although the shape parameter for oxygen agrees with the
Nieves model, whereas the carbon parameter is pulled to
be more D -like, differing by ⇠ 1s . The removal energy pa-
rameters are within their uncertainties before the fit, and
are compatible for the carbon, oxygen, neutrino and anti-
neutrino parameters.
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Fig. 14: Comparison of predicted pre-fit (top) and post-fit (bottom) event distributions for the ND FGD1 n-mode nµ CC0p
sample (left) and FGD2 n-mode nµ CC0p sample (right). The data and prediction are shown in the reconstructed momentum
of the muon candidate, and the simulation is broken down by interaction channel. The bottom insets show the ratio of data
to simulation.

6.6 Assessing model compatibility with data

A p-value is calculated to assess the probability of the model
given the data, and represents the probability that a model
with a test statistic equal to or larger than the observed data
is found. Simulated data sets, referred to as “toys”, are cre-
ated by varying the systematic uncertainties in the model
according to their input covariances before the ND analysis,
and statistical fluctuations are applied. The model is fit to
each toy and the (�2lnL )min is calculated. The p-value is
defined as the fraction of the simulated data sets with
(�2lnL )Toy

min � (�2lnL )Data
min . An a priori criteria of p >

0.05 is required of the ND analysis for the results to be used
in the oscillation analysis. Using a total of 895 simulated
data sets, p = 0.74, demonstrating good agreement between
the model and the data.

Breaking down the (�2lnL )min contributions by the
likelihoods from the selected samples and systematic un-
certainties in Tab. 7, the selected samples are generally de-
scribed well with p = 0.82, with individual p-values for

Likelihood p-valuecontributor

nµ in n-mode 0p FGD1 0.93
FGD2 0.93

nµ in n-mode 0p FGD1 0.20
FGD2 0.15

nµ in n-mode 0p FGD1 0.54
FGD2 0.45

All samples 0.82
Neutrino flux 0.46
ND detector 0.06
Cross section 0.01

All samples, all syst. 0.74

Tab. 7: p-values comparing the variations of the model be-
fore the ND analysis and the model fit to the data, broken
down by likelihood contributors, and showing the p-value
for all samples, and the total p-value including all samples
and all systematic uncertainties.
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Improving models for oscillations  
beyond oscillation fits

• The oscillation methodology works better when the fitted model is the best.  

• T2K carry out measurements to improve/constrain models. 

• Several approaches:  

1. explore inclusive distributions  for CC0π and CCNπ (point 3 and 4 should 
work better).  

2. explore measurements at different off-axis (combined modified neutrino 
spectrum results).  

3. explore combinations of reactions: CC0π + CC1π to better control 
backgrounds.  

4. Compare Carbon vs Oxygen enriched samples.  

5. Explore very sensitive parameters: normally transverse variables. 

14



Using detectors at 
different locations

• Same target CH. 

• Different technology  

• different flux
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TABLE I. Neutrino beam composition at INGRID and
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FIG. 2. Nominal neutrino mode flux prediction at ND280
(top) and INGRID (bottom) separated by neutrino flavor.

B. INGRID

The INGRID detector is an on-axis neutrino detec-
tor located 280 m downstream of the proton target. It
consists of 14 identical detector modules (referred to as
standard modules) and an extra module called the Pro-
ton Module (PM).

The main purpose of the standard modules is to mon-
itor the neutrino beam direction. The 14 identical stan-
dard modules are arranged in two identical groups along
the horizontal and vertical axes, as shown in Fig. 3.
Each of the modules consists of nine iron target plates
and eleven tracking scintillator planes surrounded by veto
scintillator planes to reject charged particles coming from
outside the modules [34], as shown in Fig. 4.

By contrast, the Proton Module was specifically de-
veloped for neutrino cross-section measurements. It is
located at the beam center between the horizontal and
vertical standard modules as shown in Fig 5. It is a fully-
active tracking detector consisting of 36 tracking layers
surrounded by veto planes (shown in Fig. 6), where

FIG. 3. Overview of the 14 standard modules and cross con-
figuration.

FIG. 4. An exploded view of a standard module.

each tracking layer is an array of two types of scintil-
lator bars [35]. Each scintillator plane covers an area of
120 ⇥ 120 cm2 transverse to the beam direction. The
tracking layers also serve as the neutrino interaction tar-
get, with the total target mass of the scintillator and
fibers in the fiducial volume being 292.1 kg.

FIG. 5. A schematic view of the Proton Module and the
standard modules.

6

FIG. 6. An exploded view of the Proton Module.

C. ND280

The o↵-axis near detector ND280 (Fig. 7), is a
magnetized particle tracking device. It consists of a

FIG. 7. An exploded view of the ND280 o↵-axis detector.

number of sub-detectors installed inside the refurbished
UA1/NOMAD magnet, which provides a 0.2 T field used
to measure the charge and momentum of particles pass-
ing through ND280. Inside the UA1 magnet, the neutrino
beam first passes through the ⇡0 detector (P0D) [36] and
then the inner tracker, both of which are surrounded by
an electromagnetic calorimeter (ECal) [37]. Moreover the
UA1 magnet yoke is instrumented with plastic scintilla-
tor to perform as a muon range detector (SMRD) [38]
in order to track high angle muons and “sand muons”
coming from neutrino interactions in the rock upstream
of the detector. The tracker region of ND280 consists of
three Time Projection Chambers (TPC1, 2, 3) [39], inter-
leaved with two Fine-Grained Detectors (FGD1, 2) [40].
The upstream FGD1 detector is made of fifteen XY
planes of polystyrene scintillator with each plane hav-
ing 2 ⇥ 192 bars, while the downstream FGD2 contains
seven polystyrene scintillator modules interleaved with

six modules of water in between. The FGDs provide
1.1 tons target mass each for neutrino interactions and
tracking of the charged particles coming from the inter-
action vertex, while the TPCs provide 3D tracking and
determine the momentum and energy loss of each charged
particle traversing them. The observed energy loss in the
TPCs, combined with the measurement of the momen-
tum, is used for particle identification (PID). The analy-
sis presented here is focused on neutrino interactions on
carbon, including only events occurring in FGD1.

III. EVENT SIMULATION AND SELECTION

The goal of this analysis was to perform a simultane-
ous fit to ND280 and INGRID data, extracting the muon
neutrino flux-integrated di↵erential cross section on hy-
drocarbon without pions in the final state as a function
of the outgoing muon kinematics for both the o↵- and
on-axis T2K flux. Signal events are defined by a neu-
trino interaction with an outgoing muon, zero pions, and
any number of other hadrons in the final state and are
referred to as CC-0⇡ events (or topology). This signal
definition is chosen because it is the most common in-
teraction for the T2K oscillation analysis and to match
what is accessible to the detectors: the outgoing final-
state particles that exit the nucleus. Particles produced
in the neutrino interaction can re-interact as they leave
the nucleus, potentially producing new particles or be-
ing absorbed, referred to as final-state interactions (FSI).
Defining the signal in terms of the final-state particles re-
duces the model dependence of attempting to correct for
FSI e↵ects. Similarly, the cross section is measured as a
function of the outgoing muon kinematics as opposed to
using the reconstructed neutrino energy or momentum
transfer to avoid as much model dependence as possible.

A. Event simulation

The T2K neutrino flux simulation [41] is based on the
modeling of proton interactions with the graphite tar-
get and propagating the produced particles through the
target station, allowing for further interactions. Inter-
actions within the target are simulated using the fluka
2011 package [42, 43] while out-of-target interactions and
decays are handled by the geant3 [44] and gcalor
[45] packages. Hadronic interactions and multiplicities
are tuned using NA61/SHINE thin-target data [46–48]
and data from other experiments [49–51]. The proton
beam conditions, horn current, and neutrino beam posi-
tion are monitored and used as inputs to the flux simu-
lation to provide additional constraints. Combined, this
data-driven procedure gives an overall flux normalization
prior uncertainty of about 8.5% at ND280 and 9.9% at
INGRID for this analysis, which is dominated by hadron
production and interaction uncertainties. The ND280
and INGRID flux predictions are produced simultane-
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FIG. 2. Nominal neutrino mode flux prediction at ND280
(top) and INGRID (bottom) separated by neutrino flavor.

B. INGRID

The INGRID detector is an on-axis neutrino detec-
tor located 280 m downstream of the proton target. It
consists of 14 identical detector modules (referred to as
standard modules) and an extra module called the Pro-
ton Module (PM).

The main purpose of the standard modules is to mon-
itor the neutrino beam direction. The 14 identical stan-
dard modules are arranged in two identical groups along
the horizontal and vertical axes, as shown in Fig. 3.
Each of the modules consists of nine iron target plates
and eleven tracking scintillator planes surrounded by veto
scintillator planes to reject charged particles coming from
outside the modules [34], as shown in Fig. 4.

By contrast, the Proton Module was specifically de-
veloped for neutrino cross-section measurements. It is
located at the beam center between the horizontal and
vertical standard modules as shown in Fig 5. It is a fully-
active tracking detector consisting of 36 tracking layers
surrounded by veto planes (shown in Fig. 6), where

FIG. 3. Overview of the 14 standard modules and cross con-
figuration.

FIG. 4. An exploded view of a standard module.

each tracking layer is an array of two types of scintil-
lator bars [35]. Each scintillator plane covers an area of
120 ⇥ 120 cm2 transverse to the beam direction. The
tracking layers also serve as the neutrino interaction tar-
get, with the total target mass of the scintillator and
fibers in the fiducial volume being 292.1 kg.

FIG. 5. A schematic view of the Proton Module and the
standard modules.
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FIG. 2. Nominal neutrino mode flux prediction at ND280
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B. INGRID

The INGRID detector is an on-axis neutrino detec-
tor located 280 m downstream of the proton target. It
consists of 14 identical detector modules (referred to as
standard modules) and an extra module called the Pro-
ton Module (PM).

The main purpose of the standard modules is to mon-
itor the neutrino beam direction. The 14 identical stan-
dard modules are arranged in two identical groups along
the horizontal and vertical axes, as shown in Fig. 3.
Each of the modules consists of nine iron target plates
and eleven tracking scintillator planes surrounded by veto
scintillator planes to reject charged particles coming from
outside the modules [34], as shown in Fig. 4.

By contrast, the Proton Module was specifically de-
veloped for neutrino cross-section measurements. It is
located at the beam center between the horizontal and
vertical standard modules as shown in Fig 5. It is a fully-
active tracking detector consisting of 36 tracking layers
surrounded by veto planes (shown in Fig. 6), where

FIG. 3. Overview of the 14 standard modules and cross con-
figuration.

FIG. 4. An exploded view of a standard module.

each tracking layer is an array of two types of scintil-
lator bars [35]. Each scintillator plane covers an area of
120 ⇥ 120 cm2 transverse to the beam direction. The
tracking layers also serve as the neutrino interaction tar-
get, with the total target mass of the scintillator and
fibers in the fiducial volume being 292.1 kg.

FIG. 5. A schematic view of the Proton Module and the
standard modules.
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B. INGRID

The INGRID detector is an on-axis neutrino detec-
tor located 280 m downstream of the proton target. It
consists of 14 identical detector modules (referred to as
standard modules) and an extra module called the Pro-
ton Module (PM).

The main purpose of the standard modules is to mon-
itor the neutrino beam direction. The 14 identical stan-
dard modules are arranged in two identical groups along
the horizontal and vertical axes, as shown in Fig. 3.
Each of the modules consists of nine iron target plates
and eleven tracking scintillator planes surrounded by veto
scintillator planes to reject charged particles coming from
outside the modules [34], as shown in Fig. 4.

By contrast, the Proton Module was specifically de-
veloped for neutrino cross-section measurements. It is
located at the beam center between the horizontal and
vertical standard modules as shown in Fig 5. It is a fully-
active tracking detector consisting of 36 tracking layers
surrounded by veto planes (shown in Fig. 6), where

FIG. 3. Overview of the 14 standard modules and cross con-
figuration.

FIG. 4. An exploded view of a standard module.

each tracking layer is an array of two types of scintil-
lator bars [35]. Each scintillator plane covers an area of
120 ⇥ 120 cm2 transverse to the beam direction. The
tracking layers also serve as the neutrino interaction tar-
get, with the total target mass of the scintillator and
fibers in the fiducial volume being 292.1 kg.

FIG. 5. A schematic view of the Proton Module and the
standard modules.
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FIG. 6. An exploded view of the Proton Module.

C. ND280

The o↵-axis near detector ND280 (Fig. 7), is a
magnetized particle tracking device. It consists of a

FIG. 7. An exploded view of the ND280 o↵-axis detector.

number of sub-detectors installed inside the refurbished
UA1/NOMAD magnet, which provides a 0.2 T field used
to measure the charge and momentum of particles pass-
ing through ND280. Inside the UA1 magnet, the neutrino
beam first passes through the ⇡0 detector (P0D) [36] and
then the inner tracker, both of which are surrounded by
an electromagnetic calorimeter (ECal) [37]. Moreover the
UA1 magnet yoke is instrumented with plastic scintilla-
tor to perform as a muon range detector (SMRD) [38]
in order to track high angle muons and “sand muons”
coming from neutrino interactions in the rock upstream
of the detector. The tracker region of ND280 consists of
three Time Projection Chambers (TPC1, 2, 3) [39], inter-
leaved with two Fine-Grained Detectors (FGD1, 2) [40].
The upstream FGD1 detector is made of fifteen XY
planes of polystyrene scintillator with each plane hav-
ing 2 ⇥ 192 bars, while the downstream FGD2 contains
seven polystyrene scintillator modules interleaved with

six modules of water in between. The FGDs provide
1.1 tons target mass each for neutrino interactions and
tracking of the charged particles coming from the inter-
action vertex, while the TPCs provide 3D tracking and
determine the momentum and energy loss of each charged
particle traversing them. The observed energy loss in the
TPCs, combined with the measurement of the momen-
tum, is used for particle identification (PID). The analy-
sis presented here is focused on neutrino interactions on
carbon, including only events occurring in FGD1.

III. EVENT SIMULATION AND SELECTION

The goal of this analysis was to perform a simultane-
ous fit to ND280 and INGRID data, extracting the muon
neutrino flux-integrated di↵erential cross section on hy-
drocarbon without pions in the final state as a function
of the outgoing muon kinematics for both the o↵- and
on-axis T2K flux. Signal events are defined by a neu-
trino interaction with an outgoing muon, zero pions, and
any number of other hadrons in the final state and are
referred to as CC-0⇡ events (or topology). This signal
definition is chosen because it is the most common in-
teraction for the T2K oscillation analysis and to match
what is accessible to the detectors: the outgoing final-
state particles that exit the nucleus. Particles produced
in the neutrino interaction can re-interact as they leave
the nucleus, potentially producing new particles or be-
ing absorbed, referred to as final-state interactions (FSI).
Defining the signal in terms of the final-state particles re-
duces the model dependence of attempting to correct for
FSI e↵ects. Similarly, the cross section is measured as a
function of the outgoing muon kinematics as opposed to
using the reconstructed neutrino energy or momentum
transfer to avoid as much model dependence as possible.

A. Event simulation

The T2K neutrino flux simulation [41] is based on the
modeling of proton interactions with the graphite tar-
get and propagating the produced particles through the
target station, allowing for further interactions. Inter-
actions within the target are simulated using the fluka
2011 package [42, 43] while out-of-target interactions and
decays are handled by the geant3 [44] and gcalor
[45] packages. Hadronic interactions and multiplicities
are tuned using NA61/SHINE thin-target data [46–48]
and data from other experiments [49–51]. The proton
beam conditions, horn current, and neutrino beam posi-
tion are monitored and used as inputs to the flux simu-
lation to provide additional constraints. Combined, this
data-driven procedure gives an overall flux normalization
prior uncertainty of about 8.5% at ND280 and 9.9% at
INGRID for this analysis, which is dominated by hadron
production and interaction uncertainties. The ND280
and INGRID flux predictions are produced simultane-
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⌫µ ⌫̄µ ⌫e + ⌫̄e
INGRID 95.3% 3.9% 0.8%
ND280 92.9% 5.9% 1.2%

TABLE I. Neutrino beam composition at INGRID and
ND280.
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FIG. 2. Nominal neutrino mode flux prediction at ND280
(top) and INGRID (bottom) separated by neutrino flavor.

B. INGRID

The INGRID detector is an on-axis neutrino detec-
tor located 280 m downstream of the proton target. It
consists of 14 identical detector modules (referred to as
standard modules) and an extra module called the Pro-
ton Module (PM).

The main purpose of the standard modules is to mon-
itor the neutrino beam direction. The 14 identical stan-
dard modules are arranged in two identical groups along
the horizontal and vertical axes, as shown in Fig. 3.
Each of the modules consists of nine iron target plates
and eleven tracking scintillator planes surrounded by veto
scintillator planes to reject charged particles coming from
outside the modules [34], as shown in Fig. 4.

By contrast, the Proton Module was specifically de-
veloped for neutrino cross-section measurements. It is
located at the beam center between the horizontal and
vertical standard modules as shown in Fig 5. It is a fully-
active tracking detector consisting of 36 tracking layers
surrounded by veto planes (shown in Fig. 6), where

FIG. 3. Overview of the 14 standard modules and cross con-
figuration.

FIG. 4. An exploded view of a standard module.

each tracking layer is an array of two types of scintil-
lator bars [35]. Each scintillator plane covers an area of
120 ⇥ 120 cm2 transverse to the beam direction. The
tracking layers also serve as the neutrino interaction tar-
get, with the total target mass of the scintillator and
fibers in the fiducial volume being 292.1 kg.

FIG. 5. A schematic view of the Proton Module and the
standard modules.
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FIG. 8. Event distribution for measured data and MC prediction in reconstructed muon momentum and angle for the ND280
signal samples stacked by true topology. The purity of each topology is listed in the legend, and the last bin for muon momentum
contains all events with momentum greater than 5 GeV/c.
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FIG. 9. Event distribution for measured data and MC prediction in reconstructed muon momentum and angle for the ND280
signal samples stacked by true topology. The purity of each topology is listed in the legend.

FIG. 10. Event distribution for measured data and MC prediction in reconstructed equivalent distance in iron and angle for
the INGRID signal sample stacked by true topology. Through-going events are all placed in the final distance bin. The purity
of each topology is listed in the legend.

10

FIG. 9. Event distribution for measured data and MC prediction in reconstructed muon momentum and angle for the ND280
signal samples stacked by true topology. The purity of each topology is listed in the legend.

FIG. 10. Event distribution for measured data and MC prediction in reconstructed equivalent distance in iron and angle for
the INGRID signal sample stacked by true topology. Through-going events are all placed in the final distance bin. The purity
of each topology is listed in the legend.
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FIG. 22. Extracted ND280 cross section as a function of muon momentum in angle bins compared to the nominal NEUT MC
prediction. Note that the final bin extending to 30 GeV/c has been omitted for clarity.

28

FIG. 23. Extracted INGRID cross section as a function of muon momentum in angle bins compared to the nominal NEUT MC
prediction. Note that the final bin extending to 30 GeV/c has been omitted for clarity.

The presence of the two ν spectra 
reduces the degeneracies caused by 

the flux  
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plus the Nieves et al. multi-nucleon model. The pion pro-
duction models will be roughly similar, however the FSI
treatment is di↵erent between each prediction. The gen-
erators mostly di↵er in the normalization for the ND280
bins at the middle momentum range around the T2K
flux peak energy of 0.6 GeV, however all show very simi-
lar INGRID predictions. For this particular set of models
and generator versions, NEUT performs notably better
than GENIE and NuWro.

Figures 26 and 27 show the data compared to several
di↵erent multi-nucleon predictions using NuWro with a
LFG ground state and the same parameters for all other
aspects of the generation. The predictions are very simi-
lar between the di↵erent multi-nucleon models as imple-
mented in NuWro, with a slight preference for SuSAv2.

Model ND280 INGRID Joint
Nominal MC (NEUT) 136.34 18.21 158.71
NEUT LFG+Nieves 106.46 11.46 116.26
NEUT SF+Nieves MA = 1.03 194.88 14.36 209.18
NEUT SF+Nieves MA = 1.21 158.71 9.98 170.93
NuWro SF+Nieves 122.74 15.68 137.02
NuWro LFG+Nieves 125.88 12.75 141.04
NuWro LFG+SuSAv2 121.57 11.13 135.38
NuWro LFG+Martini 138.86 12.46 155.68
GENIE BRRFG+EmpMEC 141.40 12.80 156.05
GENIE LFG+Nieves 125.50 14.45 135.69

TABLE III. Agreement between this result and the vari-
ous model comparisons as measured by the �2 for both the
joint result and when compared to each detector individu-
ally. ND280 has 58 cross-section bins and INGRID has 12
cross-section bins for a combined 70 total bins.

C. Comparison to previous result

This analysis uses the same binning for the ND280
samples as the CC-0⇡ analysis from Ref. [69], allow-
ing for a direct comparison between the results. The
main di↵erences are the inclusion of more data for this
result (T2K Run 8), increasing the neutrino-mode sample
statistics by approximately a factor of two, and the con-
figuration of the fits, where this analysis did a neutrino-
only joint fit of on- and o↵-axis data and Ref. [69] did
a joint anti-neutrino and neutrino fit with only o↵-axis
data. Both results are shown in Fig. 28 with the final
bin extending to 30 GeV/c omitted for clarity. The ma-
jority of the bins agree within their 1� error bars, and
show a trend for this result to report a smaller cross sec-
tion at medium to higher muon momentum (above 0.8
GeV/c) that is more pronounced at more forward-going
angles. Additionally, the high fluctuation in the cross
section seen in the 2.0 to 3.0 GeV/c momentum bin in
the most forward angle bin (0.98 < cos ✓µ < 1.00) is
now smaller and closer in value to the neighboring bins
compared to previous T2K CC-0⇡ results.

VI. CONCLUSIONS

This paper presents the first measurement of neutrino
interactions without pions in the final state using multi-
ple energy spectra at T2K with the on- and o↵-axis near
detectors. The analysis was performed using a joint max-
imum likelihood fit with signal and control samples from
both detectors to minimize the background uncertainties
and perform the unfolding from reconstructed to truth
variables. The results include the cross-section mea-
surement at each detector and the correlation between
them, providing additional information compared to the
individual measurements. Generator models continue to
struggle to describe the data, and for the comparisons
performed in this paper, the NEUT implementation of a
LFG ground state plus the Nieves et al. multi-nucleon
model has the smallest �2/N ⇠ 1.66, which is still very
poor agreement.
This analysis is the next step in combined measure-

ments at T2K and further opens up the possibility for
more complex combinations of analyses. Only neutrino-
mode data was considered for this first analysis using
multiple energy spectra, but future analyses will include
the anti-neutrino data. Additionally, future versions of
this analysis will include the T2K replica target measure-
ments from NA61/SHINE [83] for the flux modeling, and
updates of the neutrino interaction model.
Since this analysis was finalized, the WAGASCI [84]

and BabyMIND [85] detectors were added to the T2K
near detector hall at an o↵-axis angle of 1.5 degrees and
have started taking data. WAGASCI/BabyMIND data
could be used to extend this analysis to use three di↵erent
energy spectra, and provide additional statistics for inter-
actions on both hydrocarbon and water. The upcoming
J-PARC accelerator upgrade [86] will increase the beam
power providing a higher rate of data taking. Finally,
the ND280 upgrade [87] will increase the detector capa-
bilities, providing increased angle coverage, better low
momentum tracking, and additional target mass.
The data release for this analysis is hosted at Ref. [88].

It contains the best-fit cross-section results, the nomi-
nal MC prediction, the associated covariance matrix, the
analysis binning, and the flux histograms.
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the far detector in oscillation analyses, are those with:
one charged lepton; any number of nucleons; and noth-
ing else (often called CC0⇡). Furthermore, the additional
interaction modes and nuclear e↵ects that contribute to
a CC0⇡ measurement are themselves important to un-
derstand for T2K neutrino oscillation measurements.

In this paper we present, for the first time, a combined
measurement where the muon-neutrino-induced CC0⇡
double di↵erential cross sections on oxygen and carbon,
as well as their ratio, are simultaneously extracted at
the T2K o↵-axis near detector, ND280, as a function of
the outgoing muon kinematics. By measuring interac-
tions on two di↵erent nuclear targets at the same time,
and thereby providing a much improved understanding
of how they may di↵er, this analysis complements other
CC0⇡ measurements on only carbon from T2K [14–16] in
addition to those made by MINERvA [17–21] and Mini-
BooNE [22][23]. It also provides a validation and im-
provement on the first CC0⇡ measurement on water for
an incoming beam of muon (anti)neutrinos, published by
T2K in Ref.([24])[25] using a di↵erent sub-detector at
ND280 with di↵erent analysis techniques.

The paper is organised as follows: after a description of
the T2K experiment in Sec. II, the data and Monte Carlo
(MC) simulated data samples are outlined in Sec. III.
The analysis strategy is then reported in Sec. IVA, in-
cluding the description of the event selection, the cross
section extraction procedure and the estimation of un-
certainties. The paper ends with the presentation of the
results, compared to a large number of models, in Sec. V,
before conclusions are presented in Sec. VI.

II. THE T2K EXPERIMENT

The Tokai-to-Kamioka (T2K) experiment [26] is an
accelerator-based long-baseline neutrino oscillation ex-
periment located in Japan. Beams of predominantly
muon neutrinos or anti-neutrinos are produced by direct-
ing a proton beam from the J-PARC accelerator com-
plex in Tokai into a 90 cm long graphite target. The
neutrinos then travel to the Super-Kamiokande far de-
tector, 295 km from the neutrino production point [27].
The beam centre is directed 2.5� away from the loca-
tion of Super-Kamiokande, in order to achieve a nar-
rowly distributed neutrino flux around the peak energy
(⇠ 600MeV). The o↵-axis neutrino flux prediction, which
will be discussed in more detail in Sec. III, is available
in Ref. [28]. In order to characterise the unoscillated
neutrino energy spectrum, to identify remaining intrin-
sic backgrounds in the beam and to measure neutrino
nucleus interactions, T2K also includes a near detector
complex, located 280m from the neutrino production
point. It is the 2.5� o↵-axis ND280 detector within this
complex which is used for the analysis presented in this
manuscript.

ND280, depicted in Fig. 1, consists of five sub-
detectors: an upstream ⇡0 detector (P0D) [29], followed

FIG. 1. Schematic showing an exploded view of the ND280
o↵-axis detector. Each sub-detector is labelled using the
acronyms given in the text. FGD1 is placed upstream of
FGD2. The neutrino beam enters from the left of the fig-
ure.

by the ‘Tracker’ region comprising of two Fine Grain De-
tectors (FGDs) [30] and three Time Projection Cham-
bers (TPCs) [31]. Surrounding these are electromagnetic
Calorimeters (ECals) [32] and a Side Muon Range Detec-
tor (SMRD) [33]. The P0D, FGDs, TPCs and ECals are
encloded by a magnet that provides a 0.2 T field, whilst
the SMRD is embedded into the iron of the magentic field
return yoke.

In this work, the two FGDs are used as the neu-
trino interaction targets whilst both the FGDs and TPCs
are used as tracking detectors. The most upstream
FGD (FGD1) primarily consists of polystyrene scintil-
lator bars, with layers oriented alternately along the two
detector coordinate axes transverse to the incoming neu-
trino beam, thus creating an ‘XY module’ and allowing
3D tracking of charged particles. The downstream FGD
(FGD2) has a similar structure, but the polystyrene bars
are interleaved with inactive water layers. The scintil-
lator layers of both FGDs are made of 86.1% carbon,
7.4% hydrogen and 3.7% oxygen by mass, while the wa-
ter modules are made of 73.7% oxygen, 15.0% carbon and
10.5% hydrogen; small fractions of Mg, Si and N are also
present in both FGDs. A schematic of the two FGDs,
as well as the chosen Fiducial Volume (FV) is shown in
Fig. 2, illustrating that the FGD1 FV consists of 28 scin-
tillator layers (i.e. 14 XY modules), while the FGD2 FV
consists of 13 scintillator layers (i.e. 6 X modules and 7
Y modules) and 6 water modules. An XY module has a
similar thickness to a water module. Overall, the consid-
ered total FV is made of ⇠ 75% of hydrocarbon and ⇠
25% of water.
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FIG. 2. Schematic view of the FGD1 (top) and FGD2 (bot-
tom) structure. Green vertical and horizontal bars represent
the X and Y layers respectively, while blue larger vertical
modules in the bottom figure represent the water modules.
The red shaded rectangular areas indicate the Fiducial Vol-
ume for each sub-detector. The neutrino beam enters from
the left of the figure.

III. DATA AND MONTE CARLO SAMPLES

The analysis presented here uses T2K data spanning
Runs 2 to 4, as reported in Tab. I, for a total of 57.34 ⇥
1019 Protons on Target (POT) taken with the beam mode
producing predominantly muon-neutrinos (as opposed to

anti-muon neutrinos).

T2K Run Dates Data POT MC POT

(1019) (1019)

Run 2 Nov. 2010 - Mar. 2011 7.83 144.12

Run 3 Mar. 2012 - Jun. 2012 15.63 303.21

Run 4 Oct. 2012 - May 2013 33.88 515.32

Total 57.34 962.65

TABLE I. Data and MC samples used in the analysis.

The analysis of the neutrino data relies on the compar-
ison of the measured quantities with simulation in order
to correct for flux normalization, for detector e↵ects and
to estimate the systematic uncertainties.
The T2K flux simulation [27] is based on the modelling

of interactions of protons with the fixed graphite target
using the FLUKA 2011 package [34, 35]. The modelling
of hadron re-interactions and decays outside the target is
performed using GEANT3 [36] and GCALOR [37] soft-
ware packages. Multiplicities and di↵erential cross sec-
tions of produced pions and kaons are tuned based on
the NA61/SHINE hadron production data [38–40] and
on data from other experiments [41–43], allowing the re-
duction of the overall flux normalisation uncertainty to
8.5%. The corresponding POT for simulated data is also
reported in Tab. I.
Neutrino interaction cross sections with nuclei in the

detector and the kinematics of the outgoing particles
are simulated by the neutrino event generator NEUT
5.3.2 [44, 45]. The final state particles are then prop-
agated through the detector material using Geant4 [46]
before the readout is simulated with a custom electronics
simulation.
NEUT version 5.3.2 describes CCQE neutrino-nucleon

interactions according to the spectral function (SF)
approach from Ref. [47] where the axial mass used
for quasi-elastic processes (MQE

A
) is set to 1.21GeV;

this value corresponds to an e↵ective value of MQE

A

for scattering on oxygen, as based on the Super-
Kamiokande measurement of atmospheric neutrinos
and the K2K measurement on the accelerator neutrino
beam [48]. The resonant pion production process is
described by the Rein-Sehgal model [49] with updated
nucleon form-factors [50] with an axial mass MRES

A

set to 0.95GeV. The modelling of 2p2h interactions
is based on the model from Nieves et al. [51]. The
deep inelastic scattering (DIS), relevant at neutrino
energies above 1 GeV, is modeled using the parton
distribution function GRV98 [52] with corrections
by Bodek and Yang [53]. The FSI, describing the
transport of the hadrons produced in the elementary
neutrino interaction through the nucleus, are simulated
using a semi-classical intranuclear cascade model [44, 45].

As described in Sec. IVF and V, many other models
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and generators are considered for validations of the cross
section analysis framework and the subsequent compari-
son with extracted results.

IV. ANALYSIS STRATEGY

A. Goals and sample definition

The aim of this measurement is to extract the muon
neutrino flux-integrated double-di↵erential CC0⇡ cross
section simultaneously on oxygen and carbon nuclei as
a function of the outgoing muon kinematics using the
ND280 o↵-axis detector. For the first time the FGD1
and FGD2 detectors are used to simultaneously extract
cross sections on di↵erent nuclei, thus accounting for cor-
relations between them and also allowing a calculation of
the cross section ratio. Since no single neutrino interac-
tion target is completely dominated by oxygen, carbon
interactions represent the main background for oxygen
interactions. Both oxygen and carbon CC0⇡ interactions
are driven by the same physics and it would not be con-
sistent to assume to know the latter to extract the for-
mer. A simultaneous measurement is therefore the best
method to correctly disentangle the oxygen cross section
from the carbon one in a Tracker based analysis.

In addition to using the two FGDs together to sepa-
rate the two target nuclei, the reconstructed start point
of the muon track in FGD2 is also employed to identify
a sub-sample of events with a higher proportion of oxy-
gen interactions. This technique is illustrated in Fig. 3,
which demonstrates that interactions happening on wa-
ter are mainly reconstructed in the X (Y) layers if the
muon track is forward- (backward-) going. Overall, three
categories of events are considered depending on the re-
constructed starting position of the muon track:

• samples with the muon track starting in FGD2X
are oxygen-enhanced;

• samples with the muon track starting in FGD1 and
FGD2Y are carbon-enhanced.

This separation of carbon- and oxygen-enhanced event
categories allows one to act as a control sample for
the ”background subtraction” of the other. Tab. II
summarises the predicted sub-detector compositions for
CC0⇡ interactions.

A CC0⇡ selection is applied in the FGD1 and FGD2
fiducial volumes and further split into FGD1, FGD2X
and FGD2Y detector categories, depending on the start-
ing position of the reconstructed muon track.
In addition to the selection of CC0⇡ events, this analysis
also employs two control samples specifically designed
to constrain and validate the modelling of the primary
backgrounds to the main selection (these are also split
into the three sub-detector categories). The details of

FIG. 3. Schematic view of the FGD2 and of the technique em-
ployed to select oxygen-enhanced and carbon-enhanced sam-
ples based on the reconstructed muon track’s start position.
Yellow stars represent the true interaction position, while or-
ange diamonds represent the reconstructed position. Interac-
tions happening on water, are mainly reconstructed in the X
(Y) layers if the muon track is forward- (backward-) going.

Category CC0⇡ on O CC0⇡ on C

FGD1 ⇠4% ⇠80%

FGD2X ⇠50% ⇠35%

FGD2Y ⇠15% ⇠60%

TABLE II. Approximate proportion of CC0⇡ interactions
on oxygen or carbon relative to all events in the three
sub-detectors identified in the event selection (described in
Sec. IVB) used for the analysis, as predicted by the T2K
Monte Carlo, using NEUT 5.3.2.

the selection of signal and control samples are discussed
in Sec. IVB.

Following the identification of suitable signal and con-
trol samples, these are binned in terms of reconstructed
muon kinematics and are used in a likelihood-fitter to
subtract the background and unfold the detector re-
sponse from the data (i.e. recover the number of selected
signal events in ‘true’ muon kinematics). There is an
unconstrained parameter controlling the scaling of the
number of signal events in each bin of true muon kine-
matics for oxygen and carbon separately. Additionally,
there are a variety of constrained (through a Gaussian
penalty term) nuisance parameters allowing various back-
ground model variations and detector responses changes
which are able to be constrained through dedicated con-
trol samples that are fit simultaneously with the signal
samples. This fitting procedure is described in more de-
tail in Sec. IVC. The results of the fit are then e�ciency
corrected and the flux and number for targets accounted
for in order to extract the double di↵erential cross sec-
tion, as is detailed in Sec. IVD.

Systematic uncertainties are mainly evaluated by re-
peating the cross section extraction for a large ensemble
of plausible variations to the input flux, detector and neu-
trino interaction models, whilst statistical uncertainties
are evaluated using ensembles of data sets with Poisso-
nian fluctuations of the number of real data events in
each bin. This procedure, and the few exceptions to it,
are discussed in Sec. IVE.

Some capability to separate 
C and O
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FIG. 9. Regularised oxygen (full dots) and carbon (empty dots) double di↵erential cross sections per nucleon. Error bars
include statistical and systematics uncertainties. Dots for carbon have been manually shifted to higher momentum values for
display purposes.
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Generator result Total �2 (shape only) �2 w/o last cos✓µ bin only O �2 only C �2 O/C ratio �2

(ndof = 58) (ndof = 50) (ndof = 29) (ndof = 29) (ndof = 29)

NEUT 5.4.1 LFG reg. 44.8 (58.6) 17.9 (21.1) 26.0 (34.5) 15.2 (20.1) 30.8

unreg. 44.4 (62.3) 17.3 (22.5) 26.4 (39.1) 14.0 (19.4) 30.6

NEUT 5.4.0 SF reg. 111.0 (156.8) 45.3 (69.0) 50.0 (77.6) 40.1 (58.3) 31.7

unreg. 116.8 (166.7) 45.1 (70.1) 53.7 (86.5) 38.6 (56.2) 32.2

NuWro 18.2 LFG reg. 64.7 (83.7) 21.0 (30.5) 31.9 (45.0) 23.5 (31.5) 33.1

unreg. 66.8 (88.7) 21.1 (32.1) 32.9 (49.9) 22.6 (30.6) 33.5

NuWro 18.2 SF reg. 114.5 (180.1) 50.2 (80.9) 50.1 (86.1) 44.8 (70.3) 34.2

unreg. 119.2 (189.0) 48.7 (80.9) 52.7 (94.8) 42.6 (67.4) 33.9

Genie 3 LFG hN reg. 48.9 (58.5) 22.3 (24.6) 24.9 (32.1) 18.4 (22.3) 33.5

unreg. 46.6 (60.0) 20.1 (23.8) 24.7 (35.6) 16.3 (20.4) 34.0

Genie 3 LFG hA reg. 55.4 (62.0) 22.9 (25.5) 27.8 (34.3) 19.8 (22.3) 32.3

unreg. 52.9 (62.0) 21.0 (24.5) 27.7 (37.0) 17.7 (20.4) 32.6

Genie 3 SuSAv2 reg. 103.5 (105.4) 39.0 (44.7) 50.6 (57.3) 35.8 (36.8) 29.8

unreg. 110.3 (111.3) 40.3 (45.6) 55.4 (62.8) 35.1 (35.5) 30.1

RMF (1p1h) reg. 90.6 (97.5) 48.2 (60.5) 31.4 (37.8) 43.9 (51.3) 31.3

+ SuSAv2 (2p2h) unreg. 95.8 (102.2) 49.3 (60.7) 34.0 (42.1) 41.9 (48.1) 30.7

GiBUU reg. 112.7 (117.0) 47.2 (50.6) 46.8 (58.0) 46.6 (46.1) 39.3

unreg. 107.5 (112.2) 41.7 (46.8) 43.5 (56.0) 41.0 (41.2) 37.0

TABLE V. �2
tot (�2

shape) calculated as in Eq. 9 (Eq. 10) for the full measurement of oxygen and carbon cross sections per
nucleon, for oxygen and carbon neglecting the last cos✓µ bin, for oxygen only, for carbon only and for the O/C ratio. The
number of degrees of freedom (ndof) for each �2

tot comparison is also shown.

Model Oxygen Carbon O/C ratio

(10�39 cm2) (10�39 cm2)

Reg. results on data 5.28 ± 0.69 4.74 ± 0.60 1.12 ± 0.08

Unreg. results on data 5.28 ± 0.72 4.72 ± 0.60 1.12 ± 0.08

NEUT 5.4.1 LFG 4.16 4.02 1.04

NEUT 5.4.0 SF 4.21 4.17 1.01

NuWro 18.2 LFG 4.26 4.24 1.00

NuWro 18.2 SF 3.97 3.97 1.00

Genie 3 LFG hN 4.15 4.06 1.02

Genie 3 LFG hA 4.46 4.42 1.01

Genie 3 SuSAv2 5.01 4.83 1.04

RMF (1p1h) + SuSAv2 (2p2h) 4.79 4.61 1.04

GiBUU 4.70 4.72 1.00

TABLE VI. Integrated cross sections per nucleon for oxygen and carbon and their ratio as obtained in this analysis (first rows)
and compared to di↵erent generators.

Extract the Carbon and Oxygen 
cross-sections per nucleon & model 

comparison
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Neutrino vs antineutrinos
• Exploit magnet in ND280.  

• Several advantages:  

• Neutrino is a bck on antineutrino 
sample —> better control.  

• Same detector —> common 
detector error treatment.  

• Neutrinos in FHC have different 
flux than in RHC (reduction of 
degeneracy). 
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FIG. 1. The predicted flux as a function of energy at the
ND280 detector, for the neutrino beam (forward horn cur-
rent) on top and antineutrino beam (reverse horn current) on
bottom. In each case, the ⌫µ, ⌫̄µ, ⌫e and ⌫̄e components of the
beam are shown.

tector. The ND280 detector is formed from five sub-
detectors; an upstream ⇡0 detector (P;D) [46], two
Fine-Grained Detectors (FGDs) [47], three Time Projec-
tion Chambers (TPCs) [48], Electromagnetic Calorime-
ter (ECal) [49] and a Side Muon Range Detector
(SMRD) [50]. The P;D, FGDs, TPCs and ECal are con-
tained within a magnet that provides a 0.2 T field, whilst
the SMRD is embedded in the magnet.

The measurements reported in this paper used the
FGDs, TPCs, ECal and SMRD to select charged-current
⌫µ and ⌫̄µ interactions. The most upstream FGD (FGD1)
is formed from layers constructed from polystyrene scin-
tillator bars. The scintillator layers are perpendicular
to the beam’s direction and alternating layers are orien-
tated orthogonal to each other. The FGD is composed
of 86.1% carbon, 7.4% hydrogen, 3.7% oxygen, 1.7% ti-
tanium, 1% silicon and 0.1% nitrogen by mass. The ac-
tive region of FGD1 consists of scintillator layers only,
whereas the downstream FGD (FGD2) has alternating
layers of scintillator and water. The drift gas mixture
used in the TPCs is Ar:CF4:iC4H10 (95:3:2). The TPCs
(TPC1 the most upstream, TPC2 the central and TPC3
the most downstream) provide excellent particle identi-

FIG. 2. Schematic showing an exploded view of the ND280
o↵-axis detector. Each subdetector is labelled using the
acronyms given in the text.

fication and accurate measurement of momentum. To-
gether the TPCs and FGDs form the tracker region of
ND280. The ECal surround the tracker and consists of
13 modules made up of plastic scintillator bars alternat-
ing with lead sheets. SMRD consists of 440 modules of
plastic scintillator counters.

III. DATA AND MONTE CARLO SAMPLES

The studies reported in this paper use 5.80⇥1020 p.o.t
forward horn-current (⌫-mode) data and 6.27⇥1020 p.o.t
of reverse horn-current (⌫̄-mode) data broken into run
periods shown in Table I.

TABLE I. T2K neutrino and antineutrino mode runs and
their associated p.o.t, filtered for spills where all ND280 de-
tectors were flagged with good data quality.

Run Dates ⌫-mode p.o.t ⌫̄-mode p.o.t
Period (⇥1020) (⇥1020)
Run 2 Nov. 2010 - Mar. 2011 0.79 –
Run 3 Mar. 2012 - Jun. 2012 1.58 –
Run 4 Oct. 2012 - May 2013 3.42 –
Run 5 Jun. 2014 – 0.43
Run 6 Nov. 2014 - Apr. 2015 – 3.40
Run 7 Feb. 2016 - May 2016 – 2.44
Total Nov. 2010 - May 2016 5.80 6.27

The MC simulation used for this analysis consist of a
sample corresponding to ten times the data p.o.t. It is
performed generating (anti)neutrino interactions accord-
ing with the flux predicted at ND280. The simulation
of the ⌫µ and ⌫̄µ fluxes reaching the near detector are
described in detail in Ref. [51]. The neutrino and an-
tineutrino interactions in the ND280 sub-detectors, as
well as events inside the magnet yoke and in the rock
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FIG. 3. Schematic representation of the di↵erent ⌫µ CC signal samples. In each drawing a ⌫µ enters from the left and interacts
in FGD1. The sub-detectors of ND280 are shown in their side view.

• The ratio between the track length and the electro-
magnetic energy associated with the track is used
to reduce the proton contamination;

• Particles stopping in the SMRD are identified as
muons, since most likely this is the only particle
that will reach this detector.

Each selection applies a set of cuts which have been
optimized to give the best signal e�ciency and purity.
Two requirements are common to both selections:

• Events must occur within the time window of one
of the eight beam bunches of the spill structure of
the beam and when all ND280 sub-detectors are
functioning correctly;

• The interaction vertex, defined as the starting po-
sition of the muon candidate, must be inside the
FGD1 fiducial volume (FV). Compared with the
previous analyses where both a true and a recon-
structed vertex in the first two scintillator layers
were rejected [15, 66], in this analysis the full span
has been taken as the FV. Depending on the direc-
tion of the muon, the events with a reconstructed
vertex in the first (forward-going muon) or the last
(backward-going muon) layer have been rejected.

In the following sections, the selection strategy is dis-
cussed in detail.

1. ⌫µ CC event selection

The selection described in this section is an improved
version of the one used in Analysis I in Ref. [15], and
similar to that detailed in Ref. [17] where it has been
extensively described.
The target for ⌫µ interactions is FGD1. This is used

also as a tracker with TPC1, TPC2, ECal and SMRD.
After the first requirements on the data quality and the
position of the vertex are fulfilled, the selection requires

tracks with a TPC segment with good reconstruction
quality. For such tracks, the negatively charged one with
the highest momentum, and compatible with the muon
hypothesis according to the TPC PID is identified as a
muon candidate. Tracks fully contained in the FGD and
compatible with the energy loss by a muon have also been
selected.
Protons are selected by looking for a track which starts

in the FGD1 FV. The track should be identified as a
positively charged in a TPC, and passes both the TPC
track quality cut and PID criteria. Alternatively, if the
track stops within the FGD it is identified as a proton if
the track is consistent with the FGD proton hypothesis.
To ensure the cross section is fully inclusive in terms of
numbers of protons, events without a reconstructed pro-
ton are also included. Proton selection helps in further
enlarging the phase space to high-angle and backward
muons, as shown in Analysis I of Ref. [15]. The selected
events are divided into five signal samples:

Sample I: characterized by events with only a muon
candidate in one of the TPCs (TPC2 if the muon is
going forward and TPC1 if it is going backward),

Sample II: a muon candidate in one of the TPCs and
one proton candidate in TPC2,

Sample III: a muon candidate in one of the TPCs and
a proton candidate in FGD1,

Sample IV: a muon candidate in FGD1 and one proton
in TPC2;

Sample V: only a muon candidate in FGD1 that
reaches the ECal or SMRD.

Events with a muon candidate in FGD or TPC and more
than one proton in the final state, with the leading proton
in TPC, have been selected as well. As these events only
accounts for 0.8%, they have been added to the signal
samples II-IV, accordingly with the muon candidate po-
sition (track in FGD only or in TPC). Fig. 3 summarizes
the signal samples described above.

3 samples:  
neutrino in FHC & RHC 

antineutrino in RHC



neutrino vs antineutrinos
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FIG. 11. Distribution of events in ⌫µ signal samples added together as a function of reconstructed muon kinematics compared
with the MC prediction before the fit (dotted blue line), and after the fit (solid red line) including systematics errors indicated
by the pink band. The data are shown in black with statistical errors.
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FIG. 12. Distribution of events in ⌫̄µ signal samples added together as a function of reconstructed muon kinematics compared
with the MC prediction before the fit (dotted blue line), and after the fit (solid red line) including systematics errors indicated
by the pink band. The data are shown in black with statistical errors.
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• The problem with the 
previous calculations is 
that give us an idea of 
which model (and physics 
inputs) to use but little 
(indirectly) on the validity 
of the detailed model 
inputs.  

• We need to explore 
variables that allow us to 
singularise some of the 
physics inputs: binding 
energy, nuclear re-
scattering, fermi model, … 
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4

II. OBSERVABLES

In a ⌫µ CC RES ⇡+ interaction on a free proton p,

⌫µ + p ! µ� + ⇡+ + p, (1)

a ⌫µ interacts with an initial-state p to produce a final-
state µ�, ⇡+ and p. This is the most important channel
that produces ⇡+ with the T2K neutrino beam which is
narrowly peaked at 0.6 GeV. However, in most neutrino
experiments, the target involves some nucleus, A, heavier
than hydrogen. In general, a ⌫µ CC1⇡+ interaction with
at least one proton in the final-state can be written as

⌫µ +A ! µ� + ⇡+ + p + A0, (2)

where A0 is the final-state hadronic system consisting of
the nuclear remnant and other possible knocked-out nu-
cleons. Apart from the RES interaction in Eq. (1), this
topology also includes DIS interactions where multiple
pions are produced and some are subsequently absorbed
through FSI, leaving only one ⇡+ visible in the detector.
Alternatively, CCQE interactions can be included in this
topology when an additional ⇡+ is produced through FSI.
The kinematics of the µ�, ⇡+ and p tracks are used to
construct the TKI. If there is more than one proton ob-
served in the final state, only the highest momentum one
is considered.

The set of three TKI variables, �pTT , pN and �↵T ,
were first introduced in Refs. [24, 25, 30, 33]. These ob-
servables are designed to characterize the nuclear e↵ects
that are most relevant to oscillation experiments: the
initial nuclear state, such as the Fermi motion of initial
state nucleon and the nucleon removal energy, and the
FSI of outgoing hadrons. The term “transverse” refers
to the fact that all these observables are closely related
to the transverse momentum component ~p i

T (with respect
to the incoming neutrino direction) of the final-state par-
ticle i. In this analysis, the relevant transverse momenta
are the transverse momenta of the muon, ~p µ

T , pion, ~p ⇡
T ,

and proton, ~p p

T .
The first observable �pTT is the double-transverse mo-

mentum imbalance [24], illustrated in Fig. 1a. A double-
transverse axis is defined as

ẑTT ⌘ ~p⌫ ⇥ ~pµ
|~p⌫ ⇥ ~pµ|

, (3)

and the pion and proton momenta are projected onto this
axis:

p⇡TT = ẑTT · ~p⇡,
ppTT = ẑTT · ~pp.

(4)

The imbalance is defined as

�pTT = p⇡TT + ppTT . (5)

In the absence of nuclear e↵ects, �pTT = 0 is ex-
pected due to momentum conservation. Inside a nuclear

~pp

~p⇡

ẑTT

~p⌫ ~pµ

ppTT

p⇡TT

(a) �pTT = p⇡TT + ppTT .

~p⌫~pµ

~pµ
T

�~pµ
T

~ph = ~p⇡ + ~pp

~p h

T

�~pT
�↵T

(b) �~pT and �↵T .

FIG. 1. Schematic illustration of the TKI variables. The to-
tal momentum of particle i is given by ~pi, while its transverse
component with respect to the neutrino direction is repre-
sented by ~p i

T . In (b), the black circle represents the initial
nucleon; the gray plane shows the transverse plane; the orange
circles and dashed lines indicate possible FSI experienced by
the outgoing hadrons. Figures adapted from Refs. [25, 29].

medium, an imbalance is caused by the initial state of the
bound nucleon and the FSI experienced by the outgoing
pion and proton.

The second observable pN is the initial nucleon mo-
mentum. Assuming the target nucleus is at rest and there
are no FSI, pN can be computed following the steps in
Ref. [33]. The transverse component of pN is equal to
�~pT which is the sum of the transverse momenta [25]
(Fig. 1b):

�~pT = ~p µ
T + ~p ⇡

T + ~p p

T . (6)

• Transverse kinematic 
imbalance reduces the 
contribution of the 
(unknown) neutrino energy 
enhancing nuclear effects 
and sensitivity to the details.
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FIG. 2. Schematic illustration of the single-transverse kinematic
imbalance—δφT , δ !pT , and δαT —defined in the plane transverse to
the neutrino direction.

smearing to δpT and pushes δ !pT forward (backward) to (−)!qT ,
making δαT → 0◦ (180◦).

Second-order effects that lead to the dependence on the
neutrino energy include the previously discussed polarization
[see text after Eq. (2)], Pauli blocking, and the transverse
projection. The combined effect determines the evolution of
the δαT distribution with p$′

T . An example predicted by NUWRO

is shown in Fig. 3. At p$′

T ! pF, the cross section for δαT at
180◦ is suppressed in QE interactions due to Pauli blocking,
which leads to a forward peak in the distribution of δαT at
small p$′

T . As p$′

T → Eν , the cross section for δαT at 0◦ is
suppressed by the conservation of the longitudinal momentum.
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FIG. 3. Conditional probability density function of δαT as a
function of the muon pT without FSIs (each slice of p

µ
T is normalized

in such a way that the maximum is 1; the renormalized density is
shown on the z axis), predicted by NUWRO for νµ CC QE on carbon
(RFG) at a neutrino energy of 1 GeV with FSIs switched off.

NUWRO

NUWRO

FIG. 4. Probability density function of δpT (upper) and δαT

(lower) predicted by NUWRO for different neutrino energies.

Even though the fractions of events in both extremes of
the p$′

T spectrum change with the neutrino energy, they are
insignificant for the few GeV neutrino interactions. As a result,
the δpT and δαT distributions are largely independent of Eν ,
as is shown in Fig. 4, where the evolution of the distributions
with the neutrino energy is dominated by variations in the FSI
strength.

The transverse momentum imbalance δpT has been used by
the NOMAD experiment to enhance the purity of the selected
QE [8], while the “transverse boosting angle” δαT is proposed
here for the first time. Experimental data on δαT will reveal the
accelerating and decelerating nature of FSIs. Its dependence on
p$′

T , measured in a detector that has a low momentum threshold,
will additionally provide constraints on Pauli blocking.

Besides the transverse momentum imbalance and boost-
ing angle, another single-transverse variable can be defined
(Fig. 2):

δφT ≡ arccos
− !p $′

T · !p N ′

T

p$′
T pN ′

T

, (6)

which measures the deflection of N ′ with respect to !q in the
transverse plane. If the initial-state nucleon were static and
free, δφT would be 0; with nuclear effects, the deflection
caused by & !p adds in a smearing to the initial distribution
of δφT that is determined by !pN . Experiments have measured
the δφT distribution in QE-like events [9] and used it to
enhance the QE purity [8,10]. However, the trigonometric
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II. OBSERVABLES

In a ⌫µ CC RES ⇡+ interaction on a free proton p,

⌫µ + p ! µ� + ⇡+ + p, (1)

a ⌫µ interacts with an initial-state p to produce a final-
state µ�, ⇡+ and p. This is the most important channel
that produces ⇡+ with the T2K neutrino beam which is
narrowly peaked at 0.6 GeV. However, in most neutrino
experiments, the target involves some nucleus, A, heavier
than hydrogen. In general, a ⌫µ CC1⇡+ interaction with
at least one proton in the final-state can be written as

⌫µ +A ! µ� + ⇡+ + p + A0, (2)

where A0 is the final-state hadronic system consisting of
the nuclear remnant and other possible knocked-out nu-
cleons. Apart from the RES interaction in Eq. (1), this
topology also includes DIS interactions where multiple
pions are produced and some are subsequently absorbed
through FSI, leaving only one ⇡+ visible in the detector.
Alternatively, CCQE interactions can be included in this
topology when an additional ⇡+ is produced through FSI.
The kinematics of the µ�, ⇡+ and p tracks are used to
construct the TKI. If there is more than one proton ob-
served in the final state, only the highest momentum one
is considered.

The set of three TKI variables, �pTT , pN and �↵T ,
were first introduced in Refs. [24, 25, 30, 33]. These ob-
servables are designed to characterize the nuclear e↵ects
that are most relevant to oscillation experiments: the
initial nuclear state, such as the Fermi motion of initial
state nucleon and the nucleon removal energy, and the
FSI of outgoing hadrons. The term “transverse” refers
to the fact that all these observables are closely related
to the transverse momentum component ~p i

T (with respect
to the incoming neutrino direction) of the final-state par-
ticle i. In this analysis, the relevant transverse momenta
are the transverse momenta of the muon, ~p µ

T , pion, ~p ⇡
T ,

and proton, ~p p

T .
The first observable �pTT is the double-transverse mo-

mentum imbalance [24], illustrated in Fig. 1a. A double-
transverse axis is defined as

ẑTT ⌘ ~p⌫ ⇥ ~pµ
|~p⌫ ⇥ ~pµ|

, (3)

and the pion and proton momenta are projected onto this
axis:

p⇡TT = ẑTT · ~p⇡,
ppTT = ẑTT · ~pp.

(4)

The imbalance is defined as

�pTT = p⇡TT + ppTT . (5)

In the absence of nuclear e↵ects, �pTT = 0 is ex-
pected due to momentum conservation. Inside a nuclear

~pp

~p⇡

ẑTT

~p⌫ ~pµ

ppTT

p⇡TT

(a) �pTT = p⇡TT + ppTT .

~p⌫~pµ

~pµ
T

�~pµ
T

~ph = ~p⇡ + ~pp

~p h

T

�~pT
�↵T

(b) �~pT and �↵T .

FIG. 1. Schematic illustration of the TKI variables. The to-
tal momentum of particle i is given by ~pi, while its transverse
component with respect to the neutrino direction is repre-
sented by ~p i

T . In (b), the black circle represents the initial
nucleon; the gray plane shows the transverse plane; the orange
circles and dashed lines indicate possible FSI experienced by
the outgoing hadrons. Figures adapted from Refs. [25, 29].

medium, an imbalance is caused by the initial state of the
bound nucleon and the FSI experienced by the outgoing
pion and proton.

The second observable pN is the initial nucleon mo-
mentum. Assuming the target nucleus is at rest and there
are no FSI, pN can be computed following the steps in
Ref. [33]. The transverse component of pN is equal to
�~pT which is the sum of the transverse momenta [25]
(Fig. 1b):

�~pT = ~p µ
T + ~p ⇡

T + ~p p

T . (6)

• …. enhancing nuclear effects.  

• also, the different observables have different 
dependencies with the model inputs.
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NUWRO

FIG. 5. Probability density function of δφT .

relation illustrated by Fig. 2 shows that δφT scales with
δpT /p#′

T and therefore depends on the lepton kinematics which
are sensitive to the neutrino energy. The energy dependence
of p#′

T counteracts the FSI deflection and the uncertainties
from the nuclear effects and neutrino flux become convolved.
The distribution of δφT by NUWRO is shown in Fig. 5
for different neutrino energies. In contrast to the expected
evolution with the FSI strength, the distribution becomes
narrower at higher energy because of the increase of p#′

T . This
serves as an example of how the neutrino energy dependence
can bias a measurement of nuclear effects. Because of the
p#′

T dependence, the single-transverse variables all suffer to
some extent from a dependence on the neutrino energy even
after kinematic saturation is reached. Nevertheless, the study
of nuclear effects can be performed by restricting p#′

T .

IV. MODEL PREDICTIONS

In the previous discussion, an equivalence is established
between the nuclear effects in neutrino-nucleus interactions
and the transverse kinematic imbalance. Initial- and final-state
effects can be directly observed via δ "pT , as can be seen by
rewriting Eq. (4) as

δ "pT = "p N
T − $ "pT , (7)

where "pN is the momentum of the initial nucleon. In this sec-
tion we present the latest predictions of the single-transverse
variables. Interactions of neutrinos from the NuMI (on-axis)
beam line [11] on a carbon target are simulated by NUWRO
(Version 11q) [6] and GENIE (Version 2.10.0) with the hA FSI
model [12]. Because the neutrino energy is well above the
saturation scale O(0.5 GeV), the minimal energy dependence
of the transverse kinematic imbalance applies. Interesting
features of the implemented nuclear effects in the models are
therefore maximally preserved and readily identified as shown
below.

The NUWRO prediction for δpT in QE is shown in Fig. 6.
Four models of the nuclear state—relativistic Fermi gas
(RFG) [7], relativistic Fermi gas with the Bodek-Ritchie
modifications (BR-RFG) [13], local Fermi gas (LFG) [14], and
spectral function (SF) [15]—are compared. The deformation
of the p N

T shape due to FSIs, which results in the long tail
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FIG. 6. NUWRO predictions for δpT with different nuclear states:
relativistic Fermi gas (RFG) [7], relativistic Fermi gas with the Bodek-
Ritchie modifications (BR-RFG) [13], local Fermi gas (LFG) [14],
and spectral function (SF) [15]. The NuMI [11] on-axis flux shape is
used to simulate the neutrino energy distribution.

towards the upper end of the δpT distribution, is limited by
the FSI strength quantified by τf . For finite τf , as is the case
predicted by NUWRO (see, e.g., Fig. 1), the δpT shapes largely
preserve the Fermi motion distributions—a useful technique
for understanding novel target materials in future experiments
such as DUNE [1].

The NUWRO and GENIE predictions for δαT and δφT in
QE are shown in Fig. 7. When FSIs are switched off in both
simulations, consistent distributions are observed. With the
nominal settings, the two predictions significantly differ in
the "qT -collinear regions—δαT ∼ 0◦ and 180◦ and δφT ∼ 0◦—
where GENIE predicts a much enhanced probability. While the
NUWRO distributions show normal evolution when FSIs are
switched on as one would expect from the in-medium deflec-
tion and deceleration caused by FSIs, the GENIE distributions
show an inverted tendency. Motivated by this observation,
the GENIE Collaboration suggested the effect of the elastic
interaction of the hA FSI model be investigated. In the nominal
GENIE simulation for QE on carbon, events with protons that
undergo this FSI interaction amount to about 40% at the
NuMI beam energy. After removing these events, the GENIE
prediction is more consistent with the NUWRO nominal one, as
is shown in Fig. 7. Further investigation taking into account
the dependence on p#′

T (in an approach similar to that of Fig. 3)
shows that in δαT the collinear enhancement is of an apparent
acceleration feature at low qT (!200 MeV/c at NuMI energy)
and deceleration at high qT .

V. DISCUSSION

The definitions of the transverse kinematic imbalance
require an exclusive measurement of the primary final-state
particles. In RES, the imbalance is defined between the charged
lepton and the pπ+(−) system with a ν (ν̄) beam. Transverse
kinematic imbalance in RES, proposed for the first time,
should provide information on the resonance and pion FSIs.
As an example, the NUWRO and GENIE predictions for δpT in
$++ (pπ+) production are shown in Fig. 8. In the NUWRO
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NUWRO

NUWRO

NUWRO

NUWRO

FIG. 7. NUWRO and GENIE predictions for δαT (upper) and δφT

(lower). Nominal distributions are compared to the cases where
FSIs are disabled. Further comparison is made by removing nominal
GENIE events that experienced proton elastic FSIs (see text for exact
definition).

predictions, the deformation of the p N
T shape is more severe

in RES than in QE because of the additional FSIs from the
pion final state; for GENIE, both the proton and pion hA elastic
interactions contribute to an inverted deformation of the p N

T

shape towards the lower end of the δpT distribution. Because

NUWRO

NUWRO

FIG. 8. NUWRO and GENIE predictions for δpT in QE and $++

(pπ+) production. Nominal GENIE events that experienced proton
and pion elastic FSIs were removed stepwise to separate the effects;
similar features are also exhibited in the pπ− and pπ 0 channels.

all simulations use the same nuclear state (BR-RFG), stronger
FSIs in GENIE can be inferred by its more pronounced upper
tail in the distribution.

Another interesting example from the transverse kinematic
imbalance in RES is the Pauli blocking of the resonance decay
product. If it does not affect the resonance momentum—this is
expected because the polarization of the decay product alone
can vary to fulfill Pauli blocking—the δαT distribution at small
p&′

T (!pF) will not be suppressed at 180◦, different from the
QE case.

So far the discussion only considers the in-medium energy-
momentum transfer and nuclear emission that are induced
by FSIs. In reality, multinucleon correlations in the initial

NUWRO

NUWRO

NUWRO

FIG. 9. Comparison of δpT (a), δαT (b), and the final-state proton
momentum pp (c) in QE for different values of the axial mass M

QE
A :

0.8, 1.2 (nominal), and 1.6 GeV. It shows that the transverse kinematic
imbalances are much less sensitive to the variation of M

QE
A .
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II. OBSERVABLES

In a ⌫µ CC RES ⇡+ interaction on a free proton p,

⌫µ + p ! µ� + ⇡+ + p, (1)

a ⌫µ interacts with an initial-state p to produce a final-
state µ�, ⇡+ and p. This is the most important channel
that produces ⇡+ with the T2K neutrino beam which is
narrowly peaked at 0.6 GeV. However, in most neutrino
experiments, the target involves some nucleus, A, heavier
than hydrogen. In general, a ⌫µ CC1⇡+ interaction with
at least one proton in the final-state can be written as

⌫µ +A ! µ� + ⇡+ + p + A0, (2)

where A0 is the final-state hadronic system consisting of
the nuclear remnant and other possible knocked-out nu-
cleons. Apart from the RES interaction in Eq. (1), this
topology also includes DIS interactions where multiple
pions are produced and some are subsequently absorbed
through FSI, leaving only one ⇡+ visible in the detector.
Alternatively, CCQE interactions can be included in this
topology when an additional ⇡+ is produced through FSI.
The kinematics of the µ�, ⇡+ and p tracks are used to
construct the TKI. If there is more than one proton ob-
served in the final state, only the highest momentum one
is considered.

The set of three TKI variables, �pTT , pN and �↵T ,
were first introduced in Refs. [24, 25, 30, 33]. These ob-
servables are designed to characterize the nuclear e↵ects
that are most relevant to oscillation experiments: the
initial nuclear state, such as the Fermi motion of initial
state nucleon and the nucleon removal energy, and the
FSI of outgoing hadrons. The term “transverse” refers
to the fact that all these observables are closely related
to the transverse momentum component ~p i

T (with respect
to the incoming neutrino direction) of the final-state par-
ticle i. In this analysis, the relevant transverse momenta
are the transverse momenta of the muon, ~p µ

T , pion, ~p ⇡
T ,

and proton, ~p p

T .
The first observable �pTT is the double-transverse mo-

mentum imbalance [24], illustrated in Fig. 1a. A double-
transverse axis is defined as

ẑTT ⌘ ~p⌫ ⇥ ~pµ
|~p⌫ ⇥ ~pµ|

, (3)

and the pion and proton momenta are projected onto this
axis:

p⇡TT = ẑTT · ~p⇡,
ppTT = ẑTT · ~pp.

(4)

The imbalance is defined as

�pTT = p⇡TT + ppTT . (5)

In the absence of nuclear e↵ects, �pTT = 0 is ex-
pected due to momentum conservation. Inside a nuclear

~pp

~p⇡

ẑTT

~p⌫ ~pµ

ppTT

p⇡TT

(a) �pTT = p⇡TT + ppTT .

~p⌫~pµ

~pµ
T

�~pµ
T

~ph = ~p⇡ + ~pp

~p h

T

�~pT
�↵T

(b) �~pT and �↵T .

FIG. 1. Schematic illustration of the TKI variables. The to-
tal momentum of particle i is given by ~pi, while its transverse
component with respect to the neutrino direction is repre-
sented by ~p i

T . In (b), the black circle represents the initial
nucleon; the gray plane shows the transverse plane; the orange
circles and dashed lines indicate possible FSI experienced by
the outgoing hadrons. Figures adapted from Refs. [25, 29].

medium, an imbalance is caused by the initial state of the
bound nucleon and the FSI experienced by the outgoing
pion and proton.

The second observable pN is the initial nucleon mo-
mentum. Assuming the target nucleus is at rest and there
are no FSI, pN can be computed following the steps in
Ref. [33]. The transverse component of pN is equal to
�~pT which is the sum of the transverse momenta [25]
(Fig. 1b):

�~pT = ~p µ
T + ~p ⇡

T + ~p p

T . (6)

• …. enhancing nuclear effects.  

• also, the different observables have different 
dependencies with the model inputs.
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NUWRO

FIG. 5. Probability density function of δφT .

relation illustrated by Fig. 2 shows that δφT scales with
δpT /p#′

T and therefore depends on the lepton kinematics which
are sensitive to the neutrino energy. The energy dependence
of p#′

T counteracts the FSI deflection and the uncertainties
from the nuclear effects and neutrino flux become convolved.
The distribution of δφT by NUWRO is shown in Fig. 5
for different neutrino energies. In contrast to the expected
evolution with the FSI strength, the distribution becomes
narrower at higher energy because of the increase of p#′

T . This
serves as an example of how the neutrino energy dependence
can bias a measurement of nuclear effects. Because of the
p#′

T dependence, the single-transverse variables all suffer to
some extent from a dependence on the neutrino energy even
after kinematic saturation is reached. Nevertheless, the study
of nuclear effects can be performed by restricting p#′

T .

IV. MODEL PREDICTIONS

In the previous discussion, an equivalence is established
between the nuclear effects in neutrino-nucleus interactions
and the transverse kinematic imbalance. Initial- and final-state
effects can be directly observed via δ "pT , as can be seen by
rewriting Eq. (4) as

δ "pT = "p N
T − $ "pT , (7)

where "pN is the momentum of the initial nucleon. In this sec-
tion we present the latest predictions of the single-transverse
variables. Interactions of neutrinos from the NuMI (on-axis)
beam line [11] on a carbon target are simulated by NUWRO
(Version 11q) [6] and GENIE (Version 2.10.0) with the hA FSI
model [12]. Because the neutrino energy is well above the
saturation scale O(0.5 GeV), the minimal energy dependence
of the transverse kinematic imbalance applies. Interesting
features of the implemented nuclear effects in the models are
therefore maximally preserved and readily identified as shown
below.

The NUWRO prediction for δpT in QE is shown in Fig. 6.
Four models of the nuclear state—relativistic Fermi gas
(RFG) [7], relativistic Fermi gas with the Bodek-Ritchie
modifications (BR-RFG) [13], local Fermi gas (LFG) [14], and
spectral function (SF) [15]—are compared. The deformation
of the p N

T shape due to FSIs, which results in the long tail

)c (MeV/
T

pδ
0 100 200 300 400 500 600

p.
d.

f.

0

1
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3
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3−10×
C, QEµνNUWRO, NuMI on-axis flux, 

RFG
BR-RFG
LFG
SF

FIG. 6. NUWRO predictions for δpT with different nuclear states:
relativistic Fermi gas (RFG) [7], relativistic Fermi gas with the Bodek-
Ritchie modifications (BR-RFG) [13], local Fermi gas (LFG) [14],
and spectral function (SF) [15]. The NuMI [11] on-axis flux shape is
used to simulate the neutrino energy distribution.

towards the upper end of the δpT distribution, is limited by
the FSI strength quantified by τf . For finite τf , as is the case
predicted by NUWRO (see, e.g., Fig. 1), the δpT shapes largely
preserve the Fermi motion distributions—a useful technique
for understanding novel target materials in future experiments
such as DUNE [1].

The NUWRO and GENIE predictions for δαT and δφT in
QE are shown in Fig. 7. When FSIs are switched off in both
simulations, consistent distributions are observed. With the
nominal settings, the two predictions significantly differ in
the "qT -collinear regions—δαT ∼ 0◦ and 180◦ and δφT ∼ 0◦—
where GENIE predicts a much enhanced probability. While the
NUWRO distributions show normal evolution when FSIs are
switched on as one would expect from the in-medium deflec-
tion and deceleration caused by FSIs, the GENIE distributions
show an inverted tendency. Motivated by this observation,
the GENIE Collaboration suggested the effect of the elastic
interaction of the hA FSI model be investigated. In the nominal
GENIE simulation for QE on carbon, events with protons that
undergo this FSI interaction amount to about 40% at the
NuMI beam energy. After removing these events, the GENIE
prediction is more consistent with the NUWRO nominal one, as
is shown in Fig. 7. Further investigation taking into account
the dependence on p#′

T (in an approach similar to that of Fig. 3)
shows that in δαT the collinear enhancement is of an apparent
acceleration feature at low qT (!200 MeV/c at NuMI energy)
and deceleration at high qT .

V. DISCUSSION

The definitions of the transverse kinematic imbalance
require an exclusive measurement of the primary final-state
particles. In RES, the imbalance is defined between the charged
lepton and the pπ+(−) system with a ν (ν̄) beam. Transverse
kinematic imbalance in RES, proposed for the first time,
should provide information on the resonance and pion FSIs.
As an example, the NUWRO and GENIE predictions for δpT in
$++ (pπ+) production are shown in Fig. 8. In the NUWRO
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NUWRO

NUWRO

NUWRO

NUWRO

FIG. 7. NUWRO and GENIE predictions for δαT (upper) and δφT

(lower). Nominal distributions are compared to the cases where
FSIs are disabled. Further comparison is made by removing nominal
GENIE events that experienced proton elastic FSIs (see text for exact
definition).

predictions, the deformation of the p N
T shape is more severe

in RES than in QE because of the additional FSIs from the
pion final state; for GENIE, both the proton and pion hA elastic
interactions contribute to an inverted deformation of the p N

T

shape towards the lower end of the δpT distribution. Because

NUWRO

NUWRO

FIG. 8. NUWRO and GENIE predictions for δpT in QE and $++

(pπ+) production. Nominal GENIE events that experienced proton
and pion elastic FSIs were removed stepwise to separate the effects;
similar features are also exhibited in the pπ− and pπ 0 channels.

all simulations use the same nuclear state (BR-RFG), stronger
FSIs in GENIE can be inferred by its more pronounced upper
tail in the distribution.

Another interesting example from the transverse kinematic
imbalance in RES is the Pauli blocking of the resonance decay
product. If it does not affect the resonance momentum—this is
expected because the polarization of the decay product alone
can vary to fulfill Pauli blocking—the δαT distribution at small
p&′

T (!pF) will not be suppressed at 180◦, different from the
QE case.

So far the discussion only considers the in-medium energy-
momentum transfer and nuclear emission that are induced
by FSIs. In reality, multinucleon correlations in the initial

NUWRO

NUWRO

NUWRO

FIG. 9. Comparison of δpT (a), δαT (b), and the final-state proton
momentum pp (c) in QE for different values of the axial mass M

QE
A :

0.8, 1.2 (nominal), and 1.6 GeV. It shows that the transverse kinematic
imbalances are much less sensitive to the variation of M

QE
A .
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FIG. 15. The extracted di↵erential cross section as a function of the single transverse variables compared to: di↵erent initial
state models in the NuWro 11q simulation (left); shape only predictions from NuWro 11q and GiBUU 2016 (right). Although
it is not shown the NEUT 5.3.2.2 SF prediction has an almost identical shape to the NuWro 11q SF prediction. The NuWro
11q RFG+RPA prediction shown is similar to the NEUT model used as a starting point for T2K’s oscillation analyses. 2p2hN

indicates the Nieves et. al. model of Ref. [78] as implemented in NEUT or NuWro, while 2p2hG indicates an extrapolation
from electron-scattering data implemented in the GiBUU 2016 simulation [82]. More details of these models can be found in
Sec. IVA. The inlays show the same comparisons on a logarithmic scale.
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Figure 15. T2K CC0⇡1p |�~p | distribution. The panels correspond to di↵erent muon kinematic
bins. From left to right and up to down: �1 < cos ✓µ < �0.6, �0.6 < cos ✓µ < 0 with |~pµ| < 250
MeV, �0.6 < cos ✓µ < 0 with |~pµ| > 250 MeV, 0 < cos ✓µ < 1 with |~pµ| < 250 MeV, 0 < cos ✓µ < 0.8
with |~pµ| > 250 MeV, 0.8 < cos ✓µ < 1 with 250 MeV < |~pµ| < 750 MeV and 0.8 < cos ✓µ < 1 with
|~pµ| > 750 MeV. Data taken from Ref. [21].

contributions with feed-down background cause by NrSP. These tendencies can be observed

in Figs. 25 and 26 of Appendix A, where the model estimation for the energy (q0 = E⌫�Eµ)

and momentum (|~q | = |~p⌫ � ~pµ|) transfer distributions for the MINERvA and T2K CC

inclusive, CC0⇡ and CC0⇡1p event selections are shown.

The overall agreement with NEUT is good, showing the importance of 2p2h mecha-

nisms. The results for the TKI variables are good for the MINERvA data, with statistically

acceptable values of �2/dof for most of the cases. The worst comparison is obtained for

the reconstructed |~pn| variable, where a large discrepancy is observed in the region around

0.3 GeV (see Fig. 14). This is at the transition from the CC1p1h dominated cross-section

to the one dominated by resonance and CC2p2h mechanisms. This is actually the most

distinctive di↵erence in all the comparisons of this work and a nice reference observable to

try model variations. As it is is shown in Fig. 14 and Table 4, the variation of the pro-

ton re-scattering probability does no alleviate the discrepancy. Since, the high momentum

(|~pn| � 0.5 GeV) region is well reproduced by the model, the discrepancy seems to be led by

the transition, either from non described tails in the CC1p1h, which might come from high

energy neutron target components predicted by realistic SFs, or by a miss-representation

of resonant or CC2p2h models. In any case, it seems that a re-weight of the cross-section

will not improve the agreement.

The agreement with T2K CC0⇡1p data is less impressive and the obtained �2/dof ,

see Table 3, are large for all the three observables |�~p |, |�✓| and �|p| reported in [21],

and shown here in Figs. 15–17. The worst situation is found for the �✓ distribution, with

– 22 –

TKI

2D kinematical measurements: 
hadron vs lepton 

Normally these variables are very sensitive to physics in models 
but require an exclusive lepton-hadron model implementation in our event generators
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• This method can be also 
applied to CC1p1π samples
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targets (hydrogen) in this measurement. For example,
Fig. 14 shows the interaction target and channel break-
down of the GiBUU prediction. As explained in Sec-
tion VA, the hydrogen cross section is a Dirac delta
function at �pTT = 0 and pN ⇡ 26 MeV/c, and is
flat in �↵T . The cross section on hydrogen is related to
the carbon component via the common neutrino-nucleon
cross section modelling; both components will scale simi-
larly when the neutrino-nucleon cross section is changed.
However the ratio between the hydrogen and carbon com-
ponents is highly dependent on the modelling of the nu-
clear medium e↵ects.

Qualitatively, almost all models are compatible with
the pN tail in both T2K and MINER⌫A data, but have
an over-prediction in the peak region. However, there are
not su�cient statistics to measure the peak of pN more
precisely. MINER⌫A also reported a mild asymmetry
in �pTT , and attributed it to the interference between
� and non-resonant amplitudes [35], but such an asym-
metry is not observed within errors in this study. The
tight phase space restrictions used in this study reduces
our sensitivity to FSI modelling. The rather flat dis-
tribution of �↵T compared to MINER⌫A results can be
attributed to the di↵erence in phase space restrictions,
where MINER⌫A applied no phase space restriction on
the final-state ⇡0. The more energetic (⇠3 GeV) neu-
trino beam of MINER⌫A also produces more energetic
final-state particles and a more curved �↵T .

While GiBUU has a good agreement with this
CC1⇡+Xp and MINER⌫A CC⇡0 measurements, it shows
an incompatibility with our CC0⇡ TKI results [26, 31].
This incompatibility is not in the �pT (Eq. (6)) tail or
normalisation, suggesting this might be related to the nu-
clear ground state. In our previous CC0⇡ cross section
measurements as a function of outgoing muon kinemat-
ics [60, 61], the GiBUU prediction also shows a large dis-
crepancy, mainly in the most forward bin where the nu-
clear physics governing low energy and momentum trans-
fer interactions is the most important.

VIII. CONCLUSION

In this paper, the CC1⇡+Xp muon neutrino di↵eren-
tial cross sections on hydrocarbon as a function of the
three TKI variables, �pTT , pN and �↵T , have been mea-
sured independently in the ND280 tracker. �pTT and pN
are most sensitive to the initial nuclear ground state, and
�↵T is an independent probe of FSI. The analysis is per-
formed with a joint fit between the signal and control
samples to minimize the uncertainties on background es-
timation, and a maximum likelihood fit is used to unfold
the detector smearing e↵ect and extract cross sections in
the truth space. The reduced flux uncertainty and better
detector modelling allow to have a reduced systematic
uncertainty with respect to previous T2K cross section
analyses. Due to the complex and multifaceted nature
of this analysis, exceptional care has been taken in mit-
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FIG. 13. Measured di↵erential cross sections per nucleon as a function of �pTT (top), pN (middle) and �↵T (bottom), together
with predictions from NEUT, GENIE, GiBUU (left) and NuWro (right). In the tails of �pTT and pN (beyond the magenta
lines), the cross sections are scaled by a factor of 5 for better visualization. The legend also shows the �2

tot from Eq. (17).

• Also it allows to isolate Hydrogen 
contributions. 

also anti-neutrino CCQE using 
neutrons “a la” Minerva.

statistics is low but it shows its 
strength



Basic vs elaborated observables
Basic observables (pμ,cosθμ) 

• simple deconvolution of detector effects is 
possible.  

• little (self)influence of the reference model 
in the final cross-section.  

• We can “confidently” provide cross-
sections to be compared with models: 

• acceptance correction is provided and 
can be applied to models. 

•  There are still some remaining model 
effects: proton detectability, background 
rejection, …  

• But, it is less sensitive to subtle model 
effects. 

29

Complex observables (TKI): 

• simple deconvolution of detector effects 
is difficult, more than one particle 
involved. 

• (self)influence of the reference 
model in the final cross-section 
difficult to define. 

• Cross-sections to be compared with 
models are difficult.  

• acceptance correction is depends 
on the reference model (biased) 

• The best solution in this case is to 
compare with a model in our event 
generators. 

• It is more sensitive to model details. 



What’s next
• I think there is plenty to explore.  

• Not all potential observables have been explored. 

• statistics is still low for more than 2 dimensional analyses.  

• Advanced models have been incorporated which will allow us to understand & control 
systematics to a better level.  

•  But, we now the detector we had has some limitations: 

• high angle (large Q2) lepton detector acceptance.  

• low momentum proton threshold for optimal TKI exploration.  

• Gamma/electron separation.  

• Vertex activity control (very low energy hadronic debris)  

• No neutron detection capabilities.  

• limited Michel Electron  

• External background (wrong sign background).  

• …. 

30

In 2018 T2K decided 
to upgrade the near 

detector.

Construction is almost 
finished, first data by 
the end of the year.



The ND280 upgrade
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sFGD

HATPC

ToF

HATPC

TPC1
FGD1

TPC2
FGD2

TPC3

BASKET

• sFGD: quasi-3D imaging.  
• Improved target tracking.  
• Improved proton detection threshold. 
• Neutron detection capabilities & kinematics reconstruction in 

final state  
• High Angle TPC’s:  

• Improved high angle acceptance: 
• Time of Flight 

• Reduction of background from magnet interactions.
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sFGD

HATPC

ToF

HATPC

TPC1
FGD1

TPC2
FGD2

TPC3

BASKET

High angle  
acceptance
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Detector Performance

Current ND280

True distribution

• Dramatically improved angular 
acceptance

• Much lower tracking thresholds

• Substantially improved resolutions

• Better timing resolution enables 
neutron energy measurements!

ND280 Upgrade

Proton tracking threshold
Muon angular acceptance

Work In Progress

Current ND280: ~9%

Momentum resolution
Work In Progress

The ND280 upgrade
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sFGD

HATPC

ToF

HATPC

TPC1
FGD1

TPC2
FGD2

TPC3

BASKET

Finner quasi-3D tracker: 

Old detector we needed 3 x + 3 y planes = 6 
New detector we need 3xy planes = 3  
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5.6. EFFECTIVE VELOCITY OF LIGHT IN THE BAR 67

simply by propagating the errors on the resolution of the trigger and of the system bar-trigger:

‡‡w
=

ı̂ıÙ
A

ˆ‡w

ˆ‡b≠t

‡‡b≠t

B2
+

3
ˆ‡w

ˆ‡t

‡‡t

42
=

Ò
(‡b≠t‡‡b≠t

)2 + (‡t‡‡t
)2

‡w

(5.8)

Bar A presents worse resolution, especially at trigger positions far from the SiPMs; this might
be connected to failure of part of the readout. The overall behavior of the time resolution and the
obtained values are comparable with the results of [33] (Fig. 5.1). ‡w peaks in the middle of the bar:
for Bar B the maximum value for it is 130 ps, slightly improving the result of [33].

(a) Bar A (b) Bar B

Figure 5.31: Time resolution in all positions for both SiPMs readouts: orange for L, blue for R. In
green, a weighted average of the two.

5.6 E�ective velocity of light in the bar
Photons in the vacuum travel at c, while inside matter their e�ective velocity is always lower, depending
on the dielectric and diamagnetic constants of the material, ‘ and µ. The ratio between the speed of
light and its velocity in a medium gives the refractive index of the material n:

c
Õ = 1

‘µ
; c

c
Õ = n (5.9)

For EJ-200 plastic, we can see in Fig. 4.2 that n = 1.58. Therefore, the e�ective velocity in
the plastic should be c

Õ = cn ¥ 19 cm/ns. However, this estimate does not take into account the
light attenuation nor the reflections. The velocity is then computed making use of the collected data,
adopting di�erent methods. A global and a local approach will be presented in the following sections.

Global method

The most intuitive approach is to consider the slope of a linear fit on the plot of the hit time (again
at CF 8%) at di�erent positions (Fig. 5.32). The obtained value for the velocity is in both cases very
close to 16 cm

ns
, thus quite di�erent from the result given by the calculation of c

Õ. When looking at the
discrepancy from the linear fit, one can clearly see that the e�ective velocity is not constant along the
bar. This points out that near the extremities there is some e�ect that might be due to the coupling
of the bar to the SiPMs or to the light propagation. In any case, this global method is locally failing.

With ~150 ps time resolution we can 
determine if the particle was produced 

outside the detector (background) or inside 
(signal)
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production is modelled by both PYTHIA 5.72 [24] and
a custom model [25]. It should be noted that the CCQE
model contains both a mean-field and a “short range cor-
relation” (SRC) component, the latter of which produces
two outgoing nucleons. Final state interactions (FSI)
of hadrons are described using cascade models tuned to
hadron-nucleus scattering data [16, 26]. This is the same
neutrino interaction model that is used in the last T2K
oscillation analysis and described in details in Ref. [11].
NUISANCE [27] is used to process the NEUT output. In
total 6 million neutrino interactions and 2 million anti-
neutrino interactions are simulated, corresponding to an
estimated 3.0⇥1022 and 4.5⇥1022 protons impinging on
the target (POT) in the neutrino beamline respectively.
For reference, T2K’s latest analysis used 1.49 (1.64)⇥1021

POT of neutrino (anti-neutrino) data whilst the Hyper-K
design report [3] considered a total of 27⇥1021 POT (in
a 1:3 neutrino over anti-neutrino ratio), corresponding to
10 years data taking. The simulation is scaled to test sen-
sitivity as a function of accumulated statistics assuming
1.9 tons of mass in the Super-FGD fiducial volume.

The parameterisation of detector e↵ects is applied
for protons, neutrons, muons and charged pions on a
particle-by-particle basis. For charged particles a Gaus-
sian momentum and angular smearing is applied along-
side a probability to not reconstruct the particle (to
model ine�ciencies). These response functions are ap-
plied based on a particle’s type and as a function of true
momentum and direction. Neutron resolutions and ef-
ficiencies are also applied and are handled as described
in Ref. [12] (using the method where the time resolu-
tion depends on the light yield within a cube). In this
analysis no cut is made on the distance the neutron trav-
els from the interaction vertex (i.e. no “lever-arm” cut
on the neutron propagation distance is applied), which
increases neutrino detection e�ciency but also degrades
the momentum resolution. The modelled detector per-
formance is summarised in Fig. 2, which describes the
momentum resolution and selection e�ciency for muons,
protons and neutrons. The decrease in proton selection
e�ciency after 500 MeV/c is largely from track rejection
due to identified secondary interactions, but at higher
momentum (> 1 GeV/c) track rejection from ambiguous
PID also plays a role. The parabolic shape of the resolu-
tions stems from di�culties in reconstructing very short
tracks, followed by peak performance for fully contained
tracks, while higher momentum tracks reach the TPCs
with relative resolution worsening at higher momentum
(as expected due to the smaller curvature in the magnetic
field).

Table I shows the number of reconstructed events in
a sample of Charged-Current interactions without recon-
structed pions in the final state (CC0⇡) and with at least
one reconstructed proton/neutron for neutrino/anti-
neutrino interactions. In this study we consider only
these CC0⇡ selections, which is the dominant interaction
topology for T2K oscillation analyses. For reference, the
current ND280 would expect to select ⇠38,000 neutrino

interactions with at least one reconstructed proton in the
final state for 5⇥ 1021 POT [28] and has not been shown
to be able to reconstruct neutrons.

It should be noted that this simple parameterised ap-
proach can not account for all the physics of a full recon-
struction and event selection. Most importantly neutral
pions are assumed to be always rejected and the possibil-
ity of misidentifying one particle type as another is not
considered beyond the aforementioned impact on the se-
lection e�ciency. Whilst these are important limitations,
in general they are subdominant e↵ects for the CC0⇡ se-
lections considered in this paper. Current ND280 CC0⇡
selections with a reconstructed proton in the final state
have around 20% background fully dominated by unde-
tected pions, only a small minority of this background
stems from a mis-identification of particle type or from
an undetected neutral pion [11, 28].
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FIG. 2. Top: the e�ciency to detect protons, muons and
neutrons and bottom: the momentum resolution of muons
and protons all as as a function of their respective momenta.
The neutron momentum resolution ranges from ⇠15% to 30%
and is discussed in more detail in Ref. [12].
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a custom model [25]. It should be noted that the CCQE
model contains both a mean-field and a “short range cor-
relation” (SRC) component, the latter of which produces
two outgoing nucleons. Final state interactions (FSI)
of hadrons are described using cascade models tuned to
hadron-nucleus scattering data [16, 26]. This is the same
neutrino interaction model that is used in the last T2K
oscillation analysis and described in details in Ref. [11].
NUISANCE [27] is used to process the NEUT output. In
total 6 million neutrino interactions and 2 million anti-
neutrino interactions are simulated, corresponding to an
estimated 3.0⇥1022 and 4.5⇥1022 protons impinging on
the target (POT) in the neutrino beamline respectively.
For reference, T2K’s latest analysis used 1.49 (1.64)⇥1021

POT of neutrino (anti-neutrino) data whilst the Hyper-K
design report [3] considered a total of 27⇥1021 POT (in
a 1:3 neutrino over anti-neutrino ratio), corresponding to
10 years data taking. The simulation is scaled to test sen-
sitivity as a function of accumulated statistics assuming
1.9 tons of mass in the Super-FGD fiducial volume.

The parameterisation of detector e↵ects is applied
for protons, neutrons, muons and charged pions on a
particle-by-particle basis. For charged particles a Gaus-
sian momentum and angular smearing is applied along-
side a probability to not reconstruct the particle (to
model ine�ciencies). These response functions are ap-
plied based on a particle’s type and as a function of true
momentum and direction. Neutron resolutions and ef-
ficiencies are also applied and are handled as described
in Ref. [12] (using the method where the time resolu-
tion depends on the light yield within a cube). In this
analysis no cut is made on the distance the neutron trav-
els from the interaction vertex (i.e. no “lever-arm” cut
on the neutron propagation distance is applied), which
increases neutrino detection e�ciency but also degrades
the momentum resolution. The modelled detector per-
formance is summarised in Fig. 2, which describes the
momentum resolution and selection e�ciency for muons,
protons and neutrons. The decrease in proton selection
e�ciency after 500 MeV/c is largely from track rejection
due to identified secondary interactions, but at higher
momentum (> 1 GeV/c) track rejection from ambiguous
PID also plays a role. The parabolic shape of the resolu-
tions stems from di�culties in reconstructing very short
tracks, followed by peak performance for fully contained
tracks, while higher momentum tracks reach the TPCs
with relative resolution worsening at higher momentum
(as expected due to the smaller curvature in the magnetic
field).

Table I shows the number of reconstructed events in
a sample of Charged-Current interactions without recon-
structed pions in the final state (CC0⇡) and with at least
one reconstructed proton/neutron for neutrino/anti-
neutrino interactions. In this study we consider only
these CC0⇡ selections, which is the dominant interaction
topology for T2K oscillation analyses. For reference, the
current ND280 would expect to select ⇠38,000 neutrino

interactions with at least one reconstructed proton in the
final state for 5⇥ 1021 POT [28] and has not been shown
to be able to reconstruct neutrons.

It should be noted that this simple parameterised ap-
proach can not account for all the physics of a full recon-
struction and event selection. Most importantly neutral
pions are assumed to be always rejected and the possibil-
ity of misidentifying one particle type as another is not
considered beyond the aforementioned impact on the se-
lection e�ciency. Whilst these are important limitations,
in general they are subdominant e↵ects for the CC0⇡ se-
lections considered in this paper. Current ND280 CC0⇡
selections with a reconstructed proton in the final state
have around 20% background fully dominated by unde-
tected pions, only a small minority of this background
stems from a mis-identification of particle type or from
an undetected neutral pion [11, 28].
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neutrons and bottom: the momentum resolution of muons
and protons all as as a function of their respective momenta.
The neutron momentum resolution ranges from ⇠15% to 30%
and is discussed in more detail in Ref. [12].

New detector has:  
low proton threshold detection (200 

MeV/c)  
and high efficiency (~ 95%) 

Momentum resolution is also 
excellent ( < 10%) 

TKI variables will profit from both  
improvements significantly
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by interaction mode and target for 1⇥ 1022 POT.

certainties and fit variables are discussed in Sec. II B 3.
One exception to the treatment of the prior uncertainties
is an ad-hoc “uncorrelated uncertainty” (also detailed in
Sec. II B 3) which is added directly to the likelihood using
the Barlow-Beeston approach [33]. The final �2 used in
the fitter is therefore defined as:

�
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where the first term is from the Poisson likelihood
(with the Barlow-Beeston extension) and the second term
is the Gaussian penalty. The definition of the Barlow-
Beeston scaling parameter � is also given. Oi and Ei
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FIG. 5. The neutrino energy reconstruction resolution and
bias is shown for the two estimators defined in the text (Evis

and EQE as solid and dashed lines respectively) for ±10 MeV
shifts to the nominal removal energy (Ermv) distribution (de-
noted by the red and blue colours respectively). The upper
plot does not include the e↵ect of detector smearing such that
Ereco is constructed using the true muon and proton kine-
matics directly from the generator. In the lower plot Ereco is
instead built from the corresponding reconstructed quantities
(i.e. with the detector smearing applied).

are the observed and expected number of events for bin
i, � is the size of the uncorrelated uncertainty included
directly in the Poisson likelihood. The second term is a
sum over the systematic parameters in the fit where p

0
j

and pj are the value of the parameter and its prior value
respectively. �j is the prior uncertainty of parameter j.

3. Fit Parameters

The uncertainty model used in this analysis is designed
to o↵er theory-driven conservative freedoms to modify
pertinent aspects of the neutrino interaction model in
addition to accounting for flux modelling and detector

TKI variables & energy reconstruction (Eμ+Ep)

New variables can be explored
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φq Angle Distribution

The distribution of φq shows
better agreement between
the different models with a
dip around φq = 0◦, except
for LFG which is explicitly
created with a flat φq.

In all other models, there is a
preference for φq → ±180◦.
Applying the proton accep-
tance cuts limits these events.

This phi angle is not affected
by Pauli blocking. There is
no momentum dependence,
but φq does depend on the
hadronic theta angles.
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The Scaling Variable ψ′

The scaling variable shows good
separation between the CCQE
signal and backgrounds. CCQE
events are contained between
ψ′ = ±1.

While all models peak around
zero, RFG and ROP are more
skewed to negative ψ′.
Thepositiveψ′ tails are associated
to the tails of the target neutron
momentum.
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interactions occupying the low δpT region are the ones in
which the neutrino energy is better reconstructed. Overall,
it then follows that a low δpT selection of events in an
antineutrino beam may be able to give a heavily hydrogen
enriched sample of events in which even the nonhydrogen

interactions are also largely free of nuclear effects. These
events can then be used to give a relatively unbiased
neutrino energy reconstruction.
Although some of the low-δpT CCQE events in car-

bon can be still affected by both the Fermi momentum
and nuclear binding energy that can cause longitudinal
imbalance (δpL), this corresponds to only a subset of
them. This could potentially be further mitigated using
variables which additionally consider the inferred longi-
tudinal imbalance of an interaction, such as proposed
in [12].

B. Neutron detection

In order to measure δpT in antineutrino interactions, a
precise detection and kinematic characterization of neu-
trons is essential. In order to be able to measure their
energy, the neutrons must be detected before thermalization
(i.e., when they are still “fast neutrons”). Fast neutrons must
be directly identified through their scattering on protons or
nuclei within an active detector medium. The charged
secondary particles of these neutron interactions can then
be identified as small, localized energy deposits within the
detector, in the majority of cases caused by ejected protons
or light ions. Although around 40% of simulated neutron
interactions produce nuclear de-excitation photons, the
subsequent photon conversion tends to leave a lower
energy deposit and a vertex that is displaced in position.
Overall, for neutrons of relevant kinematics (10 MeV–
1 GeVof kinetic energy), the amount of energy transferred
to the secondary particles has only a very weak dependence
on the initial neutron energy, so the neutron initial energy
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FIG. 2. The bias and spread of the neutrino energy recons-
truction for different regions of δpT for antineutrino interactions
on carbon predicted by the NEUT 5.4.0 simulation. The neutrino
energy is reconstructed using the kinematic method discussed in
Sec. I with no binding energy considered. The neutrino energy
reconstructed perfectly from the hydrogen events is also shown,
correctly normalized relative to the size of the carbon contribu-
tion. The systematic offset of the carbon contribution relative to
the hydrogen is due to the nuclear binding energy in carbon
interactions. The legend also shows the rms as an indicator for the
spread of the neutrino energy for each δpT region. No detector
smearing or acceptance effects are considered.

FIG. 3. Representation of an indirect neutron detection through
the identification of a proton coming from a secondary neutron
interaction. Each cube in the picture represents a detection
element (e.g., a single scintillator cube), while the lines represent
true particle trajectories. An antineutrino is shown entering the
detector and interacting with a nucleus to produce a muon and a
neutron at time t1. The neutron then interacts at time t2, ejecting a
proton from a nucleus which is detected. The difference between
t1 and t2 can be used to infer the neutron energy.
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protons in the final state are not rejected but the proton
kinematics are not used to compute the reconstructed
antineutrino energy and event δpT. This approach is
conservative, as a 3D fine grained detector should be very
capable of identifying the presence of even low energy
protons by detecting excess scintillation light close to the
vertex [14] (as done in other detectors, e.g., Ref. [26]), but
is nevertheless chosen in order to avoid the results of this
study being significantly dependent on poorly constrained
proton production predictions. The assumption that CC0π
events are experimentally accessible is justified by the fact
that selecting this type of final state is relatively easy and
previous analyses looking at this channel have been high in
purity (∼80%) [16]. In a 3D fine grained detector, the
situation is even better as it is very easy to identify a single
MIP-like track without any vertex or deposited energy
around its starting point to create an extremely pure CC0π
sample. Moreover, the small background is not expected to
contribute preferentially to the interesting region of low
transverse kinematic imbalance.
The kinematics of the outgoing neutron from these

events is then smeared and the detection efficiency cor-
rected according to the results of the GEANT4 simulation,
giving an effective simulation of the kinematics that would
be made in a full detector simulation chain. Additionally,
an effective travel distance was assigned to each neutron
depending on its true kinetic energy, as evaluated with the
GEANT4 simulation.
Several different smearings are applied to allow different

choices of the detector timing resolution and the chosen
lever-arm cut. The momentum of the outgoing μþ is then
smeared by 4% using a Gaussian distribution, conserva-
tively driven by the typical resolution of a spectrometer
detecting muons that escape from the scintillator, while the
azimuthal and polar angles are smeared by 1° (chosen based
on the 1 cm granularity of the detector).
Once the reconstructed (smeared) kinematical variables

are computed, the smeared momentum imbalance on the
plane transverse to the incoming neutrino is computed for
each event as in Eq. (1) (using only the highest momentum
neutron if there is more than one).
The antineutrino energy is reconstructed for each event

using the kinematic method (based on assuming the
observed interaction is CCQE) described in Sec. I as
(no binding energy correction is applied)

Eν ¼
m2

n −m2
p −m2

μ þ 2mpEμ

2ðmp − Eμ þ pμ cos θμÞ
; ð4Þ

where mn, mp, and mμ are the masses of a neutron, proton,
and muon, respectively, while Eμ, pμ, and cos θμ are the
energy, momentum, and angle of the outgoing μþ with
respect to the incoming neutrino. The smeared lepton
kinematics are used such that the reconstruction of neutrino
energy includes detector resolution effects.

The strategy described above was chosen in order to be
able to quickly switch between different antineutrino
interaction models implemented in NEUT 5.4.0 without
rerunning the entire simulation chain. However, all the
relevant detection smearing effects relevant for this analysis
have been carefully evaluated with GEANT4 and included
in this fast simulation.

III. RESULTS

The δpT distributions calculated using realistic detector
smearing as described in Sec. II D is shown in Fig. 6 (for a
10 cm lever-arm cut). A comparison of Figs. 1 and 6 shows
that the visible hydrogen contribution at low δpT remains
largely distinct from the carbon contribution after the
application of detector effects. As described in Sec. II A,
we then attempt to obtain a sample of events influenced
minimally by nuclear effects by requiring δpT to be below a
certain value.
The cut on δpT and on the lever arm is chosen to obtain a

high purity of antineutrino hydrogen events while main-
taining a reasonable sample size. This optimization is
shown in Fig. 7 for the timing resolution given by
Eq. (2). If Eq. (3) is used instead, the lines follow a similar
shape but the purity is approximately 10% smaller for the
same efficiency. Overall, a good compromise is achieved
for δpT < 40 MeV=c and a 10 cm lever-arm cut, allowing a
hydrogen purity and efficiency of around 61% and 22%,
respectively, corresponding to approximately 988 antineu-
trino interactions with either hydrogen or carbon per ton per
1021 protons impinging on the target (POT) used to produce
the antineutrino beam [assuming Eq. (2)]. For reference, the
T2K beam could be expected to produce between 1 and
3 × 1021 POT per year depending on beam power and
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FIG. 6. The NEUT 5.4.0 predicted event rate of CC0π
interactions from the T2K antineutrino flux as a function of
δpT obtained after applying the detector smearing effects as
described in Sec. II D with a 10 cm lever-arm cut and using a
timing resolution given by Eq. (2). Events are separated based on
the target nucleus of the neutrino interactions.
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The same analysis was also performed using the anti-
neutrino on-axis flux predicted for the DUNE experiment
[35–37], where the energy peak is between 2 and 3 GeV,
and shown to give analogous improvements in antineutrino
energy reconstruction: using the calorimetric method dis-
cussed in Sec I the resolution improves from ∼10% to ∼5%
for a 40 MeV cut on δpT and a 10 cm lever-arm cut.
The predicted event rate of CC0π interactions from the
DUNE antineutrino flux as a function of δpT, obtained after
applying the detector smearing effects, is shown in Fig. 11.
In general, neutrons from interactions at DUNE energies

travel faster and so resolution to their energy is slightly
worse; however, having such an intense beam at a some-
what higher energy may allow this to be mitigated while
maintaining a reasonable number of events by requiring
larger lever arm and smaller δpT cuts.

IV. DISCUSSION

Overall, it is clear that, under the conditions of the
simulations presented in Sec. II, the demonstrated method
of antineutrino energy reconstruction is able to substan-
tially improve the resolution and mitigate the impact of
biasing nuclear effects with respect to traditional methods.
An oscillation experiment’s scintillator-based near detector
capable of obtaining the simulated resolution can therefore
better constrain the antineutrino flux and likely also the
cross section model.
Turning the measured event rate into a flux constraint

requires knowledge of the antineutrino nucleon cross
section, which is known to a level of 5% or better within
the relevant kinematic phase space [38]. The method also
relies on a good understanding of neutron interaction cross
sections, which are currently known to the level of 1%–3%
[39] at relevant energies, and of the detector response to the
protons coming from the neutron interactions, which is
expected to be able to be controlled with test-beam data and
suitable control samples. Therefore, neglecting the uncer-
tainties on the carbon contribution to the events passing the
δpT and lever-arm cuts which are discussed below, it is
expected that a flux constraint with a precision of 5% or
better could be achieved.
As predicted in Sec. II A, the δpT cut to remove the

carbon interactions is particularly effective at mitigating
biases from interactions with multiparticle initial states, as
shown in Fig. 9, which offers more modest improvements
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FIG. 9. The antineutrino energy resolution for a minimum
neutron lever arm of 10 cm is shown. Equation (2) was used to
compute the time resolution. The solid lines are on top of each
other and show the energy resolution after applying cuts on δpT
(10 cm and 50 MeV), while dashed lines were obtained without
any cut on the momentum imbalance. The line colors correspond
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more neutron’s interact and are identified within the
detector. Figure 4 shows the neutron detection effici-
ency, established using the aforementioned particle guns,
for a detector the size of the one proposed in [14]
(2 × 0.6 × 2 m3), clearly showing a lower efficiency for
the high angle neutrons that are less likely to interact within
the detector. For generality and simplicity, we consider a
2 × 2 × 2 m3 detector for the rest of this paper (where the
detector efficiency is approximately equivalent to the first/
last cos θneutron bin in Fig. 4 and is isotropic in angle).
Combining the 2 × 2 × 2 m3 detector efficiency with
NEUT’s prediction of outgoing neutron kinematics for
CC0π interactions, an integrated neutron detection effi-
ciency of 71% is found (this is reduced to 50% for the
2 × 0.6 × 2 m3 detector). Of the detected neutrons, 46%
leave only a single cluster, 38% leave two clusters, and 16%
leave more.
The primary neutron candidate consists of the first

detected cluster of hits after the antineutrino vertex time.
As a first order approximation, the time resolution of the
single neutron cluster is obtained by

σlyt ¼ f0.95 ns=
ffiffiffi
3

p
g ·

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
40 PE=LY

p
; σlyt > 200 ps;

ð2Þ

where 0.95 ns and 40 PE are, respectively, the approximate
time resolution (as reported in [27]) and light yield of a
single readout channel for a MIP crossing one cube, LY is
the light yield of the neutron cluster, i.e., the total number of
detected PE. The normalization by

ffiffiffi
3

p
is applied because

three WLS fibers collect scintillation light from a single
cube. Here only the prompt light yield is considered (which
is produced within 200 ps of the neutron interaction) in
order to avoid an artificially enhanced timing resolution
due to additional neutron rescattering or tertiary particle
interactions.
A more conservative timing resolution formula, e.g., in

case the electronics speed provides limits when more light
than a MIP is produced, can be given by

σlych ¼ f0.95 ns=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
#channels

p
g; σlych > 200 ps; ð3Þ

where #channels is the number of readout channels that
measured more than one PE and which were triggered
within 200 ps of the neutron interaction. Simulation results
will be shown by computing the neutron ToF with both
Eqs. (2) and (3). Both equations limit the timing resolution
of neutron candidate to be worse than 200 ps to effectively
simulate an arbitrary limitation due to some front-end
electronics sampling rate.
As the timing resolution improves if more scintillation

light is produced or more readout channels are triggered, a
quality cut is applied on the minimum number of detected
PEs in the neutron hit cluster. In order to select only events

with a timing resolution at least as good as the one for a
detected MIP, the event is rejected if LY < 40 PE. The time
resolution of the interaction vertex was neglected, assuming
that it will not be a limiting factor as it can be measured by
backward extrapolating in time the μþ track.
Furthermore, additionally requiring some minimum

distance between the antineutrino vertex and the neutron
cluster (“lever arm”) provides a sample of neutrons with
an improved ToF reconstruction and, consequently, a
better neutron energy resolution. Figure 5 shows how
the neutron kinetic energy resolution varies as a function
of the neutron’s kinetic energy, assuming different lever-
arm cuts and timing resolutions. It can be seen that if a cut
of 70 cm on the neutron lever arm is applied and Eq. (2) is
used to estimate the resolution on the neutron ToF, the
neutron kinetic energy can be measured with a resolution
between 10% and 20% for energies up to about 300 MeV.
Improving the time resolution with respect to the
conservative assumption made in Eq. (2) would further
improve the neutron energy resolution.

D. Analysis strategy

A sample of experimentally accessible CC0π events
(i.e., those which have pμþ > 100 MeV=c) is first selected
from the events generated using NEUT 5.4.0. Events with
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FIG. 5. The neutron kinetic energy resolution as a function of
the its kinetic energy, assuming different lever-arm cuts (20 cm
and 70, denoted by differing colors) and timing resolutions. The
hollow markers correspond to a timing resolution using Eq. (2),
while the filled markers correspond to Eq. (3). The resolution is
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the mean of a double-sided Gaussian fitted to the reconstructed
neutron kinetic energy in a bin of true neutron kinematic energy.
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neutron kinematic energies for CC0π neutrino interactions using
the T2K experiment’s antineutrino flux (with the efficiency from
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T2K and HK 
• The near detector will be transferred together with all the experience 

to HK.  

• this will increase the amount of neutrinos available and open the 
possibility to explore for example > 2 dimensional cross-sections.  

• HK-ND280 is already starting to think about possible improvements 
of the ND:  

• reduced proton threshold.  

• increase statistics.  

• improve Oxygen vs Carbon  

• improve electron neutrino measurements. 
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Remarks
• T2K approach to cross-section is multidirectional with a mixture of theoretical and 

experimental approaches.  

• Clear distinction between cross-section for oscillations and cross-section 
measurements.  

• They have two different time impacts on the oscillations.  

• Exploring both the off-axis configuration and the capabilities of the detector.  

• We pay attention to the “validity” of our results trying to avoid biases from our 
model assumptions. 

• T2K is improving the experimental setup to improve their control on the cross-
sections.  

• Probably not the last, Hyper-K will need an additional upgrade to constrain even 
further the cross-section uncertainties.  

• The strong relation between theory and experiment inside T2K is critical to the 
success of this program: active theory-T2K relations, model implementation in 
MC’s, ….  
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Stay tuned 

Plenty of new exciting results expected 
from T2K during  next years.
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Support slides 
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149th SPSC Meeting
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All ND data samples pre- 
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