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the plan
• motivation: has already been 

provided!  

• describe what the FCC-hh is, 

(contrasting with high lumi.-LHC), 

• consider channels for di-Higgs 
production at 100 TeV. 
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searching for di-Higgs production is like 
looking for a black cat in a coal cellar:
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1. can a future 100 TeV pp collider in 
principle contribute to the investigation of di-
Higgs production?  

[note: will not discuss extraction of couplings here.]

2. furthermore: can it compete/improve on 
HL-LHC for di-Higgs?

3. what are the basic requirements for 
future colliders/detectors to achieve this?

basic questions:
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FCC = Future Circular Collider

• [hopefully: provisional name!] 

• FCC-hh = hadron-hadron. 

• “an ambitious post-LHC accelerator project”, pp 
C.O.M. energy: 100 TeV.  

• conceptual design report to be published before 
end of 2018. 

• potential materialisation in the 40s-50s? [my guess].
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CERN

FCC ring
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attribute HL-LHC FCC-hh

pp centre-of-mass 
energy 14 TeV 100 TeV

circumference 26.7 km 100 (83) km

stored beam energy 0.694 GJ 8.4 (7.0) GJ

integrated 
luminosity 

[over lifetime]
3 ab-1 3/10/30 ab-1

FCC-hh      HL-LHC
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Round 1: data 
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what about detector 
performance?

• at this point, the attributes of the FCC-hh detectors 
are left to the phenomenologist’s imagination.  

• assume: 

• minimum performance: HL-LHC, 

• ideal performance: 100% efficiencies, no 
smearing of momenta. 
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[1412.7154 Barr, Dolan, Englert, Ferreira de Lima, 
Spannowsky, 1504.04621 AP, from ATL-PHYS-
PUB-2013-009, ATL-PHYS-PUB-2013-004]

[1504.04621 AP]
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HL-LHC parametrization
• efficiencies:

9

✏(j) = 0.75 + pt/150 GeV

✏(�) = 0.76� 1.98 exp(�pt/16.1 GeV)

✏(e) = 0.85� 0.191 exp(1� pt/20 GeV)

✏(µ) = 0.97 (|⌘| > 0.1), 0.54 (|⌘| < 0.1)

• mistagging: 
p(j ! X) = ↵X exp(��Xpt/GeV)

↵� = 0.0093, �� = 0.036
↵` = 0.0048, �` = 0.035

• smearing: [ATL-PHYS-PUB-2013-009, ATL-PHYS-PUB-2013-004]. 

[1412.7154 Barr, 
Dolan, Englert, 
Ferreira de Lima, 
Spannowsky, 
1504.04621 AP]
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ideal parametrization
• efficiencies:

10

✏(j) = 0.75 + pt/150 GeV

✏(�) = 0.76� 1.98 exp(�pt/16.1 GeV)

✏(e) = 0.85� 0.191 exp(1� pt/20 GeV)

✏(µ) = 0.97 (|⌘| > 0.1), 0.54 (|⌘| < 0.1)

• mistagging: 
p(j ! X) = ↵X exp(��Xpt/GeV)

↵� = 0.0093, �� = 0.036
↵` = 0.0048, �` = 0.035

• smearing: [ATL-PHYS-PUB-2013-009, ATL-PHYS-PUB-2013-004]. 

= 1
[turns out to be not so significant]

[1504.04621 AP]
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FCC-hh      HL-LHC
Round 2: di-Higgs Physics 

• here: focus on gluon-initiated di-Higgs.  

• VBF & associated production will be important too.  

• in the SM: σ(hh@100 TeV) ~ 40x σ(hh@14 TeV): 

~1600 fb versus ~40 fb, [NNLO in low-energy thm]. 

• backgrounds, 14 TeV to 100 TeV:  

• ~40-50x if gluon-initiated,  

• ~10-20x if qq-initiated.
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• distributions have considerably longer tails,  

• broadly similar to 14 TeV case: mhh peak ~ 400 GeV 
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FIG. 1: Leading-order parton level distributions (including flat NLO normalisation K factors) of the dihiggs invariant mass
mhh and transverse momentum pT,h for pp → hh at

√
s = 100 TeV for λ = 0, λSM and 2λSM, shown with the λ/λSM = 1 case

for
√
s = 14 TeV for comparison.

10.90.80.70.60.50.40.3

100

10

1

0.1

0.01

λ = 0
λ = λSM

λ = 2λSM

✞

✝

☎

✆
pp → hhj

14 TeV SM

2mt

mhh [TeV]

d
σ
/d

m
h
h

[f
b
/1

0
G

eV
]

(a)

0.50.40.30.20.10

100

10

1

0.1

0.01

λ = 0
λ = λSM

λ = 2λSM

14 TeV SM

max pT,h [TeV]

d
σ
/d

m
ax

p T
,h

[f
b
/1

0
G

eV
]

(b)

FIG. 2: Leading-order parton level distributions of the dihiggs invariant mass mhh and maximum transverse momentum
max pT,h for pp → hhj at

√
s = 100 TeV for pT,j ≥ 80 GeV and |ηj | ≤ 4.5, for λ = 0, λSM and 2λSM. We also include the

λ/λSM = 1 case for
√
s = 14 TeV for comparison.

at
√
s = 100 TeV in order to provide a reliable estimate of

the sensitivity which a very high energy hadron collider
would have to variations in the trilinear Higgs coupling.
We also consider the related same process accompanied
by a high transverse momentum jet, which, as argued
in [10], accesses new regions of phase space as well as
offering a powerful means to further suppress background
processes at the LHC.
We find that previous studies have substantially over-

estimated the performance of a 100 TeV proton-proton
collider to measure the Higgs trilinear coupling. For a
3/ab data sample, we find a sensitivity to the trilinear
coupling of order 30%, which is comparable to a mea-
surement at the ILC. For a data set of 30/ab we find an
O(10%) sensitivity subject to the details of background
systematics.

This work is organised as follows: In Section II we
review the kinematic Higgs distributions at 100 TeV, be-

fore presenting details of our analysis and simulations in
Sec. III. In particular, we discuss hh → bb̄γγ production
in Sec. III A, and investigate hh + jet in Sec. III B. We
present a combination of the results of these channels in
Sec. III B, before we conclude with a brief discussion and
comments on future studies in Sec. IV.

II. KINEMATICS

We generate signal events at leading order in
the Les Houches Event File format [27] using
a combination of the Vbfnlo [28] and Fey-
nArts/FormCalc/LoopTools [29] frameworks.
We normalise to the NLO cross section by multiplying a
phase-space independent K-factor of 1.65 [30, 31].
Our leading order results for λ = (0, 1, 2)λSM are

σsig = (1676.9, 860.6, 415.5) fb respectively. These are to

[1412.7154 Barr, 
Dolan, Englert, 
Ferreira de Lima, 
Spannowsky]

[see also 
1502.00539, Azatov, 
Contino, Panico, 
Son]

hh distributions: 14   100 TeV!

100 TeV

http://arxiv.org/abs/arXiv:1502.00539
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hh distributions: 14   100 TeV

• pT,h peak ~ mt.
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FIG. 1: Leading-order parton level distributions (including flat NLO normalisation K factors) of the dihiggs invariant mass
mhh and transverse momentum pT,h for pp → hh at

√
s = 100 TeV for λ = 0, λSM and 2λSM, shown with the λ/λSM = 1 case

for
√
s = 14 TeV for comparison.
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FIG. 2: Leading-order parton level distributions of the dihiggs invariant mass mhh and maximum transverse momentum
max pT,h for pp → hhj at

√
s = 100 TeV for pT,j ≥ 80 GeV and |ηj | ≤ 4.5, for λ = 0, λSM and 2λSM. We also include the

λ/λSM = 1 case for
√
s = 14 TeV for comparison.

at
√
s = 100 TeV in order to provide a reliable estimate of

the sensitivity which a very high energy hadron collider
would have to variations in the trilinear Higgs coupling.
We also consider the related same process accompanied
by a high transverse momentum jet, which, as argued
in [10], accesses new regions of phase space as well as
offering a powerful means to further suppress background
processes at the LHC.
We find that previous studies have substantially over-

estimated the performance of a 100 TeV proton-proton
collider to measure the Higgs trilinear coupling. For a
3/ab data sample, we find a sensitivity to the trilinear
coupling of order 30%, which is comparable to a mea-
surement at the ILC. For a data set of 30/ab we find an
O(10%) sensitivity subject to the details of background
systematics.

This work is organised as follows: In Section II we
review the kinematic Higgs distributions at 100 TeV, be-

fore presenting details of our analysis and simulations in
Sec. III. In particular, we discuss hh → bb̄γγ production
in Sec. III A, and investigate hh + jet in Sec. III B. We
present a combination of the results of these channels in
Sec. III B, before we conclude with a brief discussion and
comments on future studies in Sec. IV.

II. KINEMATICS

We generate signal events at leading order in
the Les Houches Event File format [27] using
a combination of the Vbfnlo [28] and Fey-
nArts/FormCalc/LoopTools [29] frameworks.
We normalise to the NLO cross section by multiplying a
phase-space independent K-factor of 1.65 [30, 31].
Our leading order results for λ = (0, 1, 2)λSM are

σsig = (1676.9, 860.6, 415.5) fb respectively. These are to

[1412.7154 Barr, 
Dolan, Englert, 
Ferreira de Lima, 
Spannowsky]
[see also 
1502.00539, Azatov, 
Contino, Panico, 
Son.]

100 TeV

http://arxiv.org/abs/arXiv:1502.00539
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hh@14    hh@100 TeV
• bottom line: 

• at 100 TeV: hh signal has longer tails,  

• higher cross sections: assume σtotal ~1638 fb at 
pp@100 TeV. 

• physics of the “self-coupling Higgs sector” still 
lies broadly in the same phase space regions.  

• versus backgrounds: not clear if translating a 14 
TeV analysis to 100 TeV would yield similar 
results. 
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ggF hh final states

15

BR[(bb̄)(WW )] = 24.8%

BR[(bb̄)(⌧ ⌧̄)] = 7.29%

BR[(WW )(WW )] = 4.62%

BR[(bb̄)(ZZ)] = 3.05%

BR[(bb̄)(��)] = 0.263%

BR[(bb̄)(Z�)] = 0.178%

BR[(bb̄)(µµ̄)] = 0.025%

BR[(bb̄)(WW ) ! (bb̄) + 2`+ Emiss] = 1.7%

BR[(bb̄)(⌧ ⌧̄) ! (bb̄) + 2`+ Emiss] = 0.9%

BR[(WW )(WW ) ! `±`±`0⌥ + Emiss + j] = 0.016%

BR[(bb̄)(ZZ) ! (bb̄) + 4`] = 0.016%

BR[(bb̄)(Z�) ! (bb̄) + 2`+ �] = 0.013%

BR[(bb̄)(bb̄)] = 33.3% large QCD bkgs.
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hh final states

16

BR[(bb̄)(��)] = 0.263%

BR[(bb̄)(µµ̄)] = 0.025%

BR[(bb̄)(WW ) ! (bb̄) + 2`+ Emiss] = 1.7%

BR[(bb̄)(⌧ ⌧̄) ! (bb̄) + 2`+ Emiss] = 0.9%

BR[(WW )(WW ) ! `±`±`0⌥ + Emiss + j] = 0.016%

BR[(bb̄)(ZZ) ! (bb̄) + 4`] = 0.016%

BR[(bb̄)(Z�) ! (bb̄) + 2`+ �] = 0.013%

BR[(bb̄)(bb̄)] = 33.3%
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• the “most investigated” at 100 TeV: rare (0.263%) but clean, 

• good mass reconstruction from γγ: significant at HL-LHC 
and perhaps even more so at pp@100 TeV.  

• could be the “golden” channel for hh @ 100 TeV, for 3 ab-1:

• He, Ren, Yao: S ~ 420, B ~ 650, 

• Barr, Dolan, Englert, Ferreira de Lima, Spannowsky: S ~ 31.8, B ~ 88, 

• Azatov, Contino, Panico, Son: S ~ 279, B ~ 339.

• [differences due to:  cuts (crucially Μγγ) + detector effect simulation + 
event generation + more… ]

17

hh ! (bb̄)(��)
[100 TeV: 1412.7154 Barr, Dolan, Englert, Ferreira de Lima, Spannowsky, 1502.00539, Azatov, 
Contino, Panico, Son, see also relevant talk at “Higgs & BSM at 100 TeV” workshop: He, Ren, 
Yao and 1308.6302, Yao. 14 TeV: hep-ph/0310056, Baur, Plehn, Rainwater, 1212.5581, Baglio, 
Djouadi, Gröber, Mühlleitner, Quevillon, Spira]

http://arxiv.org/abs/arXiv:1502.00539
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hh final states

18

BR[(bb̄)(��)] = 0.263%

BR[(bb̄)(µµ̄)] = 0.025%

BR[(bb̄)(WW ) ! (bb̄) + 2`+ Emiss] = 1.7%

BR[(bb̄)(⌧ ⌧̄) ! (bb̄) + 2`+ Emiss] = 0.9%

BR[(WW )(WW ) ! `±`±`0⌥ + Emiss + j] = 0.016%

BR[(bb̄)(ZZ) ! (bb̄) + 4`] = 0.016%

BR[(bb̄)(Z�) ! (bb̄) + 2`+ �] = 0.013%

BR[(bb̄)(bb̄)] = 33.3%
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• branching ratio (incl. taus) = 0.016% (!), 

• for σ(100 TeV) ~ 0.26 fb. (c.f. σ(14 TeV) ~ 0.006 fb) 

• ~ 780 events at 3000/fb. 

• can reconstruct hh final state: sensitivity to new 
effects in the process over a wide range of phase 
space. 

19

hh ! (bb̄)(ZZ) ! (bb̄)(4`)
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• backgrounds:

20

hh ! (bb̄)(ZZ) ! (bb̄)(4`)

(irreducible),tt̄h, tt̄Z, bb̄h, ZZh, ZZZ, bb̄ZZ

ZZ, hZ (reducible, 2 mis-tagged b-jets),
(reducible, 1 mis-tagged lepton),

[+ > 1 mis-tagged leptons: will not consider.]

W±Zh, W±ZZ

• Monte Carlo simulation:

• signal (LO): OpenLoops + Herwig++, 

• backgrounds (NLO): MG5/aMC@NLO + Herwig++.
[1401.0007 AP, Maierhoefer]

[1405.0301, Alwall, Frederix, Frixione, Hirschi, Maltoni, 
Mattelaer, Shao, Stelzer, Torrielli, Zaro]
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note:

before analysis
4

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)

hh ! (bb̄)(`+`�`
0
+`

0�) 0.26 13.0 4.1
tt̄h ! (`+b⌫`)(`

0�b̄⌫̄`0)(2`) 193.6 30.4 10.9
tt̄Z ! (`+b⌫`)(`

0�b̄⌫̄`0)(2`) 256.7 6.6 2.5
bb̄h ! bb̄(4`), pT,b > 15 GeV 0.26 O(1) O(10�1)
ZZh ! (4`)(bb̄) 0.12 O(10�3) O(10�3)
ZZZ ! (4`)(bb̄) 0.53 O(10�1) O(10�1)
ZZ ! (4`)+mis-tagged bb̄ 781.4 O(10�2) O(10�2)
hZ ! (4`)+mis-tagged bb̄ 68.2 O(10�3) O(10�3)
W ± ZZ ! (`⌫`)(`

+`�)(bb̄) + mis-tagged ` 7.5 O(10�2) O(10�2)
W±Zh ! (`⌫`)(`

+`�)(bb̄) +mis-tagged ` 1.4 O(10�2) O(10�3)

TABLE III: The signal backgrounds that have been considered for the (bb̄)(`+`�`
0
+`

0�) channel are shown in the second
column. All the background cross sections have been calculated at NLO using the MadGraph5/aMC@NLO package. We show the
resulting number of expected events, N

3 ab

�1 , at an integrated luminosity of 3 ab�1 for the two detector parametrizations in
the third and fourth columns. The statistical uncertainty on the expectation values after the analysis is applied is percent level
and we omit it for the sake of clarity.

(a) (b) (c)

FIG. 1: The final reconstructed observables for the (bb̄)(4`) final state: the invariant mass of the four-leptons, the invariant
mass of the b-jet pair and the invariant mass of all six reconstructed objects.

(a) (b)

FIG. 2: The transverse momenta of the four leptons in the (bb̄)(4`) final state prior to any cuts are shown on the left, for
the hh signal. The leptons are ordered in pT with pT,`i > pT,`j for j < i. The right-hand figure shows the ordered transverse
momenta of the b-jets for completeness.

` 2 {e, µ}

hh ! (bb̄)(ZZ) ! (bb̄)(4`)
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• a simple analysis, asking for: 

• 4 isolated leptons with pT > (35, 30, 25, 20) GeV, 

• two R=0.4 anti-kT  b-jets with pT > 40 GeV, 

• MET < 100 GeV, 

• veto events with two on-shell Zs, 

• ΔR(lepton, lepton) < 1.0,  

• construct Mbb, M4l [and after cuts: Mbb4l].

22

hh ! (bb̄)(ZZ) ! (bb̄)(4`)

} crucial!
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hh ! (bb̄)(ZZ) ! (bb̄)(4`)
M4l Mbb

[110, 140] GeV [100, 150] GeV
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hh ! (bb̄)(ZZ) ! (bb̄)(4`)
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• 4 isolated leptons with pT > (35, 30, 25, 20) GeV.

25

hh ! (bb̄)(ZZ) ! (bb̄)(4`)

4

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)

hh ! (bb̄)(`+`�`
0
+`

0�) 0.26 13.0 4.1
tt̄h ! (`+b⌫`)(`

0�b̄⌫̄`0)(2`) 193.6 30.4 10.9
tt̄Z ! (`+b⌫`)(`

0�b̄⌫̄`0)(2`) 256.7 6.6 2.5
bb̄h ! bb̄(4`), pT,b > 15 GeV 0.26 O(1) O(10�1)
ZZh ! (4`)(bb̄) 0.12 O(10�3) O(10�3)
ZZZ ! (4`)(bb̄) 0.53 O(10�1) O(10�1)
ZZ ! (4`)+mis-tagged bb̄ 781.4 O(10�2) O(10�2)
hZ ! (4`)+mis-tagged bb̄ 68.2 O(10�3) O(10�3)
W ± ZZ ! (`⌫`)(`

+`�)(bb̄) + mis-tagged ` 7.5 O(10�2) O(10�2)
W±Zh ! (`⌫`)(`

+`�)(bb̄) +mis-tagged ` 1.4 O(10�2) O(10�3)

TABLE III: The signal backgrounds that have been considered for the (bb̄)(`+`�`
0
+`

0�) channel are shown in the second
column. All the background cross sections have been calculated at NLO using the MadGraph5/aMC@NLO package. We show the
resulting number of expected events, N

3 ab

�1 , at an integrated luminosity of 3 ab�1 for the two detector parametrizations in
the third and fourth columns. The statistical uncertainty on the expectation values after the analysis is applied is percent level
and we omit it for the sake of clarity.

(a) (b) (c)

FIG. 1: The final reconstructed observables for the (bb̄)(4`) final state: the invariant mass of the four-leptons, the invariant
mass of the b-jet pair and the invariant mass of all six reconstructed objects.

(a) (b)

FIG. 2: The transverse momenta of the four leptons in the (bb̄)(4`) final state prior to any cuts are shown on the left, for
the hh signal. The leptons are ordered in pT with pT,`i > pT,`j for j > i. The right-hand figure shows the ordered transverse
momenta of the b-jets for completeness.

[before cuts]



A. Papaefstathiou

results: # of events @ 3 ab-1.

26

hh ! (bb̄)(ZZ) ! (bb̄)(4`)

definitely one to look out for!

4

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)

hh ! (bb̄)(`+`�`
0
+`

0�) 0.26 13.0 4.1
tt̄h ! (`+b⌫`)(`

0�b̄⌫̄`0)(2`) 193.6 30.4 10.9
tt̄Z ! (`+b⌫`)(`

0�b̄⌫̄`0)(2`) 256.7 6.6 2.5
bb̄h ! bb̄(4`), pT,b > 15 GeV 0.26 O(1) O(10�1)
ZZh ! (4`)(bb̄) 0.12 O(10�3) O(10�3)
ZZZ ! (4`)(bb̄) 0.53 O(10�1) O(10�1)
ZZ ! (4`)+mis-tagged bb̄ 781.4 O(10�2) O(10�2)
hZ ! (4`)+mis-tagged bb̄ 68.2 O(10�3) O(10�3)
W ± ZZ ! (`⌫`)(`

+`�)(bb̄) + mis-tagged ` 7.5 O(10�2) O(10�2)
W±Zh ! (`⌫`)(`

+`�)(bb̄) +mis-tagged ` 1.4 O(10�2) O(10�3)

TABLE III: The signal backgrounds that have been considered for the (bb̄)(`+`�`
0
+`

0�) channel are shown in the second
column. All the background cross sections have been calculated at NLO using the MadGraph5/aMC@NLO package. We show the
resulting number of expected events, N

3 ab

�1 , at an integrated luminosity of 3 ab�1 for the two detector parametrizations in
the third and fourth columns. The statistical uncertainty on the expectation values after the analysis is applied is percent level
and we omit it for the sake of clarity.

channel N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC)

hh ! (bb̄)(`+`�`
0
+`

0�) 13.0 4.1
tt̄h ! (`+b⌫`)(`

0�b̄⌫̄`0)(2`) 30.4 10.9
tt̄Z ! (`+b⌫`)(`

0�b̄⌫̄`0)(2`) 6.6 2.5
bb̄h ! bb̄(4`), pT,b > 15 GeV O(1) O(10�1)
ZZh ! (4`)(bb̄) O(10�3) O(10�3)
ZZZ ! (4`)(bb̄) O(10�1) O(10�1)
ZZ ! (4`)+mis-tagged bb̄ O(10�2) O(10�2)
hZ ! (4`)+mis-tagged bb̄ O(10�3) O(10�3)
W ± ZZ ! (`⌫`)(`

+`�)(bb̄) + mis-tagged ` O(10�2) O(10�2)
W±Zh ! (`⌫`)(`

+`�)(bb̄) +mis-tagged ` O(10�2) O(10�3)

TABLE IV: The signal backgrounds that have been considered for the (bb̄)(`+`�`
0
+`

0�) channel are shown in the second column.
All the background cross sections have been calculated at NLO using the MadGraph5/aMC@NLO package. We show the resulting
number of expected events, N

3 ab

�1 , at an integrated luminosity of 3 ab�1 for the two detector parametrizations in the third
and fourth columns. The statistical uncertainty on the expectation values after the analysis is applied is percent level and we
omit it for the sake of clarity.

(a) (b) (c)

FIG. 1: The final reconstructed observables for the (bb̄)(4`) final state: the invariant mass of the four-leptons, the invariant
mass of the b-jet pair and the invariant mass of all six reconstructed objects.

“ideal” S ~ 13, B ~ 37
)
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BR[(bb̄)(��)] = 0.263%

BR[(bb̄)(µµ̄)] = 0.025%

BR[(bb̄)(WW ) ! (bb̄) + 2`+ Emiss] = 1.7%

BR[(bb̄)(⌧ ⌧̄) ! (bb̄) + 2`+ Emiss] = 0.9%

BR[(WW )(WW ) ! `±`±`0⌥ + Emiss + j] = 0.016%

BR[(bb̄)(ZZ) ! (bb̄) + 4`] = 0.016%

BR[(bb̄)(Z�) ! (bb̄) + 2`+ �] = 0.013%

BR[(bb̄)(bb̄)] = 33.3%
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• backgrounds:                     + mis-tag backgrounds:
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hh ! (bb̄)(Z�) ! (bb̄)(`+`��)

tt̄�, bb̄Z�

6

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(`+`��) 0.21 14 8
bb̄Z� ! bb̄(`+`�)�, pT,b > 30 GeV 26.00⇥103 266 203
tt̄� ! (L+b⌫Ll)(L

�b̄⌫̄L)� 7.94⇥103 78 79
bb̄Z ! bb̄(`+`�)+mis-tagged � , pT,b > 30 GeV 107.36⇥103 20 21
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0)+mis-tagged �, cuts as in Eq. 1 25.08⇥103 14 10

TABLE V: The backgrounds that have been considered in the (bb̄)(`+`��) channel. All the cross sections at NLO using the
MadGraph5/aMC@NLO package. The tt̄ process with the mis-tagged � was generated at tree-level, merged to one jet via the MLM
method, and normalized to the NLO cross section. The statistical uncertainty on the expectation values after the analysis is
applied is percent level and we omit it for the sake of clarity.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(`+`��) 0.21 14 8
bb̄Z� ! bb̄(`+`�)�, pT,b > 30 GeV 26.00⇥103 266 203
tt̄� ! (L+b⌫Ll)(L

�b̄⌫̄L)� 7.94⇥103 78 79
bb̄Z ! bb̄(`+`�)+mis-tagged � , pT,b > 30 GeV 107.36⇥103 20 21
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0)+mis-tagged �, [generation-level cuts] 25.08⇥103 14 10

TABLE VI: The backgrounds that have been considered in the (bb̄)(`+`��) channel. All the cross sections at NLO using the
MadGraph5/aMC@NLO package. The tt̄ process with the mis-tagged � was generated at tree-level, merged to one jet via the MLM
method, and normalized to the NLO cross section. The statistical uncertainty on the expectation values after the analysis is
applied is percent level and we omit it for the sake of clarity.

and i-th lepton and f

1,2

are constants of proportional-
ity between the neutrino and lepton momenta from the
decay of the two ⌧ leptons: p

⌫i = f

i

p

`i . These can be
calculated from the observed missing transverse energy
by inverting the missing transverse momentum balance
relation Lf = /

E, where L is the matrix L

j

i

= p

j

`i
, for

which the superscript denotes the component of the i-th
lepton momentum, j = {x, y} and E and f are the vec-
tors /

E = (/E
x

,

/

E

y

) and f = (f
1

, f

2

). We consider this
observable for the (bb̄)(W+

W

�) signal sample as well,
even though the collinearity approximation fails, as it is
still expected to be correlated with the invariant mass
of the Higgs boson pair. One may also define the re-
constructed Higgs boson mass from the reconstructed ⌧

lepton momenta: M
h,reco.

= [(1 + f

1

)p
`1 + (1 + f

2

)p
`2 ]

2.

We call the signal regions SR
/

E

and SR
µ

, corresponding
to the hh decay modes (bb̄)(W+

W

�), (bb̄)(⌧+⌧�) and
(bb̄)(µ+

µ

�) respectively. Table VII shows the cuts chosen
for these observables for these three signal regions. Note
that the M

T2

observable can also be constructed for the
rejection of the tt̄ background, but we do not take this
approach here [5].

The backgrounds considered for the (b̄b)(`+`�)(+/

E

T

)
final state include the irreducible ones coming from tt̄,
with subsequent semi-leptonic decays of both top quarks,
those from bb̄Z with decays of the Z boson to leptons and
those from bb̄h with subsequent decays of the Higgs boson
to two leptons. We also consider here the mis-tagging of
a jet to a single lepton through the bb̄W

± channel and
the mis-tagging of bb̄ in the `+`�+jets background, which
was considered using `

+

`

�+1 parton at NLO. As before,
we do not consider mis-identification of c-jets to b-jets.

We show the resulting events after analysis for the
signal region SR

/

E

in Table VIII. Both the “LHC” and
the “ideal” parametrizations are shown. Evidently, since
we are using the same set of cuts for both scenaria, the
“ideal” parametrization does not necessarily provide a
substantial improvement to the signal e�ciency. This ef-
fect is observed in particular for the (bb̄)(W+

W

�) sam-
ple. Moreover, it is evident that this channel could be ad-
dressed by employing more advanced statistical methods:
cuts could be devised separately for the two sub-channels
(bb̄)(W+

W

�) and (bb̄)(⌧+⌧�) and then combined taking
into account the correlations and cross-contamination.
For example, this could be done via appropriate cuts on
M

h,reco.

, which was found, as expected, to peak at the
Higgs boson mass for the (bb̄)(⌧+⌧�) sample and around
50 GeV for the (bb̄)(W+

W

�) sample. This study is be-
yond the scope of this initial investigation.

Due to the fact that both signal and backgrounds
posses larger cross sections, harder cuts are imposed in
this channel than in the (bb̄)(4`) and (bb̄)(Z�) channels.
This involves cutting on variables that are expected to
have a high degree of correlation with the invariant mass
of the Higgs boson pair, which implies that this channel
would be less sensitive to variations of the self-coupling
than, for example, the hh ! (bb̄)(4`), where no such cuts
are imposed. Nevertheless, insofar as Standard Model-
like hh production is concerned, this process is expected
to provide important information, contributing to the de-
tection of this channel at a 100 TeV collider, with signal-
to-background ratio of ⇠ 0.1 and large statistical signifi-
cance at 3 ab�1.

On the other hand, the situation for the (bb̄)(µ+

µ

�)

• irreducible backgrounds much larger than in 4 lepton 
case.
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hh ! (bb̄)(Z�) ! (bb̄)(`+`��)

• a simple analysis, asking for: 

• 2 isolated leptons with pT > (40, 35) GeV, 

• 1 isolated photon with pT > 40 GeV,  

• R=0.4 anti-kT b-jets with pT > (60, 40) GeV, 

• MET < 80 GeV, 

• Mbb in (100, 150) GeV, 

• Mllγ in (110, 140) GeV, 

• [+ some other cuts taking into account distances between 
reconstructed objects.]

29
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hh ! (bb̄)(Z�) ! (bb̄)(`+`��)

most likely does not qualify for the 
podium…

results: # of events @ 3 ab-1.

30

)

6

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(`+`��) 0.21 14 8
bb̄Z� ! bb̄(`+`�)�, pT,b > 30 GeV 26.00⇥103 266 203
tt̄� ! (L+b⌫Ll)(L

�b̄⌫̄L)� 7.94⇥103 78 79
bb̄Z ! bb̄(`+`�)+mis-tagged � , pT,b > 30 GeV 107.36⇥103 20 21
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0)+mis-tagged �, cuts as in Eq. 1 25.08⇥103 14 10

TABLE V: The backgrounds that have been considered in the (bb̄)(`+`��) channel. All the cross sections at NLO using the
MadGraph5/aMC@NLO package. The tt̄ process with the mis-tagged � was generated at tree-level, merged to one jet via the MLM
method, and normalized to the NLO cross section. The statistical uncertainty on the expectation values after the analysis is
applied is percent level and we omit it for the sake of clarity.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(`+`��) 0.21 14 8
bb̄Z� ! bb̄(`+`�)�, pT,b > 30 GeV 26.00⇥103 266 203
tt̄� ! (L+b⌫Ll)(L

�b̄⌫̄L)� 7.94⇥103 78 79
bb̄Z ! bb̄(`+`�)+mis-tagged � , pT,b > 30 GeV 107.36⇥103 20 21
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0)+mis-tagged �, [generation-level cuts] 25.08⇥103 14 10

TABLE VI: The backgrounds that have been considered in the (bb̄)(`+`��) channel. All the cross sections at NLO using the
MadGraph5/aMC@NLO package. The tt̄ process with the mis-tagged � was generated at tree-level, merged to one jet via the MLM
method, and normalized to the NLO cross section. The statistical uncertainty on the expectation values after the analysis is
applied is percent level and we omit it for the sake of clarity.

channel N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC)
hh ! (bb̄)(`+`��) 14 8
bb̄Z� ! bb̄(`+`�)�, pT,b > 30 GeV 266 203
tt̄� ! (L+b⌫Ll)(L

�b̄⌫̄L)� 78 79
bb̄Z ! bb̄(`+`�)+mis-tagged � , pT,b > 30 GeV 20 21
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0)+mis-tagged � 14 10

TABLE VII: The backgrounds that have been considered in the (bb̄)(`+`��) channel. All the cross sections at NLO using the
MadGraph5/aMC@NLO package. The tt̄ process with the mis-tagged � was generated at tree-level, merged to one jet via the MLM
method, and normalized to the NLO cross section. The statistical uncertainty on the expectation values after the analysis is
applied is percent level and we omit it for the sake of clarity.

and i-th lepton and f

1,2

are constants of proportional-
ity between the neutrino and lepton momenta from the
decay of the two ⌧ leptons: p

⌫i = f

i

p

`i . These can be
calculated from the observed missing transverse energy
by inverting the missing transverse momentum balance
relation Lf = /

E, where L is the matrix L

j

i

= p

j

`i
, for

which the superscript denotes the component of the i-th
lepton momentum, j = {x, y} and E and f are the vec-
tors /

E = (/E
x

,

/

E

y

) and f = (f
1

, f

2

). We consider this
observable for the (bb̄)(W+

W

�) signal sample as well,
even though the collinearity approximation fails, as it is
still expected to be correlated with the invariant mass
of the Higgs boson pair. One may also define the re-
constructed Higgs boson mass from the reconstructed ⌧

lepton momenta: M
h,reco.

= [(1 + f

1

)p
`1 + (1 + f

2

)p
`2 ]

2.
We call the signal regions SR

/

E

and SR
µ

, correspond-
ing to the hh decay modes (bb̄)(W+

W

�), (bb̄)(⌧+⌧�) and
(bb̄)(µ+

µ

�) respectively. Table VIII shows the cuts cho-
sen for these observables for these three signal regions.
Note that the M

T2

observable can also be constructed

for the rejection of the tt̄ background, but we do not
take this approach here [5].
The backgrounds considered for the (b̄b)(`+`�)(+/

E

T

)
final state include the irreducible ones coming from tt̄,
with subsequent semi-leptonic decays of both top quarks,
those from bb̄Z with decays of the Z boson to leptons and
those from bb̄h with subsequent decays of the Higgs boson
to two leptons. We also consider here the mis-tagging of
a jet to a single lepton through the bb̄W

± channel and
the mis-tagging of bb̄ in the `+`�+jets background, which
was considered using `

+

`

�+1 parton at NLO. As before,
we do not consider mis-identification of c-jets to b-jets.
We show the resulting events after analysis for the sig-

nal region SR
/

E

in Table IX. Both the “LHC” and the
“ideal” parametrizations are shown. Evidently, since we
are using the same set of cuts for both scenaria, the
“ideal” parametrization does not necessarily provide a
substantial improvement to the signal e�ciency. This ef-
fect is observed in particular for the (bb̄)(W+

W

�) sam-
ple. Moreover, it is evident that this channel could be ad-

“ideal” S ~ 14, B ~ 378.
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BR[(bb̄)(��)] = 0.263%

BR[(bb̄)(µµ̄)] = 0.025%

BR[(bb̄)(WW ) ! (bb̄) + 2`+ Emiss] = 1.7%

BR[(bb̄)(⌧ ⌧̄) ! (bb̄) + 2`+ Emiss] = 0.9%

BR[(WW )(WW ) ! `±`±`0⌥ + Emiss + j] = 0.016%

BR[(bb̄)(ZZ) ! (bb̄) + 4`] = 0.016%

BR[(bb̄)(Z�) ! (bb̄) + 2`+ �] = 0.013%

BR[(bb̄)(bb̄)] = 33.3%
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hh ! (bb̄)(`+`� + /E)

• fairly large signal cross section at 100 TeV, contribution 
from two different Higgs boson decays. 

• but: top pairs and bbZ constitute large backgrounds. 

32

8

observable SR/E SRµ

/ET > 100 GeV < 40 GeV
pT,`1 > 60 GeV > 90 GeV
pT,`2 > 55 GeV > 60 GeV
�R(`

1

, `
2

) < 0.9 2 (1.0, 1.8)
M`` 2 (50, 80) GeV 2 (120, 130) GeV
pT,b1 > 90 GeV > 90 GeV
pT,b2 > 80 GeV > 80 GeV
�R(b

1

, b
2

) 2 (0.5, 1.3) 2 (0.5, 1.5)
Mbb`` > 350 GeV > 350 GeV
Mbb 2 (110, 140) GeV 2 (110, 140) GeV
M

reco. > 600 GeV none

TABLE VIII: The cuts for the three signal regions constructed in the analysis of the hh ! (b̄b)(`+`�)(+/ET ) channel. The
signal regions SR/E and SRµ, correspond to the hh decay modes (bb̄)(W+W�), (bb̄)(⌧+⌧�) and (bb̄)(µ+µ�) respectively.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(W+W�) ! (bb̄)(`0+⌫`0`

�⌫̄`) 27.16 20.9 19.9
hh ! (bb̄)(⌧+⌧�) ! (bb̄)(`0+⌫`0 ⌫̄⌧ `

�⌫̄`⌫⌧ ) 14.63 38.5 24.3
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0), cuts as in Eq. 1 25.08⇥103 16.0+21.1
�5.1 6.1+14.1

�1.8

bb̄Z ! bb̄(`+`�), pT,b > 30 GeV 107.36⇥103 257.9+203.7
�74.6 493.7+224.9

�113.4

bb̄h ! bb̄(`+`�), pT,b > 30 GeV 26.81 O(1) O(1)
bb̄W± ! bb̄(`±⌫`), pT,b > 30 GeV +mis-tagged ` 1032.6 O(10�2) O(10�2)
`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE IX: The backgrounds that have been considered in the (bb̄)(`+`�+ /E) channel coming from h ! W+W�. All the cross
sections were calculated at NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to
one jet via the MLM method, and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to
the Poisson distribution, for those background event samples that exhibit low number of events after the analysis. For the rest
of the samples the uncertainty is percent level and we omit it for the sake of clarity.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(µ+µ�) 0.42 8.6 1.8
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0), cuts as in Eq. 1 25.08⇥103 32.0+25.3
�9.3 24.5+19.3

�7.1

bb̄Z ! bb̄(`+`�), pT,b > 30 GeV 107.36⇥103 < 73.5 49.4+113.4
�14.4

bb̄h ! bb̄(`+`�), pT,b > 30 GeV 26.81 O(1) O(1)
bb̄W± ! bb̄(`±⌫`), pT,b > 30 GeV +mis-tagged ` 1032.6 O(10�2) O(10�2)
`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE X: The backgrounds that have been considered in the (bb̄)(µ+µ�) channel. All the cross sections were calculated at
NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to one jet via the MLM method,
and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to the Poisson distribution, for
those event samples that exhibit low number of events after the analysis. For the case of bb̄Z in the ‘ideal’ parametrization, the
’<’ indicates the 1�-equivalent region, since no events were obtained after analysis. For the rest of the samples the uncertainty
is percent level and we omit it for the sake of clarity.
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hh ! (bb̄)(⌧+⌧�) ! (bb̄)(`+`� + /ET )

τ+

τ−

b

b̄

h

h

angles very small! 

`+

`�

⌫

⌫

⌫

⌫

⇠ p` k
X

p⌫

number of unknowns   
reduced: 
(6 to 2)
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hh ! (bb̄)(⌧+⌧�) ! (bb̄)(`+`� + /ET )

(LHC param., 
minimal cuts)
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hh ! (bb̄)(µ+µ�)

• top pairs and bbZ still constitute large backgrounds. 

• low missing energy could help eliminate top pairs. 
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observable SR/E SRµ

/ET > 100 GeV < 40 GeV
pT,`1 > 60 GeV > 90 GeV
pT,`2 > 55 GeV > 60 GeV
�R(`

1

, `
2

) < 0.9 2 (1.0, 1.8)
M`` 2 (50, 80) GeV 2 (120, 130) GeV
pT,b1 > 90 GeV > 90 GeV
pT,b2 > 80 GeV > 80 GeV
�R(b

1

, b
2

) 2 (0.5, 1.3) 2 (0.5, 1.5)
Mbb`` > 350 GeV > 350 GeV
Mbb 2 (110, 140) GeV 2 (110, 140) GeV
M

reco. > 600 GeV none

TABLE VIII: The cuts for the three signal regions constructed in the analysis of the hh ! (b̄b)(`+`�)(+/ET ) channel. The
signal regions SR/E and SRµ, correspond to the hh decay modes (bb̄)(W+W�), (bb̄)(⌧+⌧�) and (bb̄)(µ+µ�) respectively.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(W+W�) ! (bb̄)(`0+⌫`0`

�⌫̄`) 27.16 20.9 19.9
hh ! (bb̄)(⌧+⌧�) ! (bb̄)(`0+⌫`0 ⌫̄⌧ `

�⌫̄`⌫⌧ ) 14.63 38.5 24.3
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0), cuts as in Eq. 1 25.08⇥103 16.0+21.1
�5.1 6.1+14.1

�1.8

bb̄Z ! bb̄(`+`�), pT,b > 30 GeV 107.36⇥103 257.9+203.7
�74.6 493.7+224.9

�113.4

bb̄h ! bb̄(`+`�), pT,b > 30 GeV 26.81 O(1) O(1)
bb̄W± ! bb̄(`±⌫`), pT,b > 30 GeV +mis-tagged ` 1032.6 O(10�2) O(10�2)
`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE IX: The backgrounds that have been considered in the (bb̄)(`+`�+ /E) channel coming from h ! W+W�. All the cross
sections were calculated at NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to
one jet via the MLM method, and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to
the Poisson distribution, for those background event samples that exhibit low number of events after the analysis. For the rest
of the samples the uncertainty is percent level and we omit it for the sake of clarity.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(µ+µ�) 0.42 8.6 1.8
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0), cuts as in Eq. 1 25.08⇥103 32.0+25.3
�9.3 24.5+19.3

�7.1

bb̄Z ! bb̄(`+`�), pT,b > 30 GeV 107.36⇥103 < 73.5 49.4+113.4
�14.4

bb̄h ! bb̄(`+`�), pT,b > 30 GeV 26.81 O(1) O(1)
bb̄W± ! bb̄(`±⌫`), pT,b > 30 GeV +mis-tagged ` 1032.6 O(10�2) O(10�2)
`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE X: The backgrounds that have been considered in the (bb̄)(µ+µ�) channel. All the cross sections were calculated at
NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to one jet via the MLM method,
and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to the Poisson distribution, for
those event samples that exhibit low number of events after the analysis. For the case of bb̄Z in the ‘ideal’ parametrization, the
’<’ indicates the 1�-equivalent region, since no events were obtained after analysis. For the rest of the samples the uncertainty
is percent level and we omit it for the sake of clarity.
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• design two signal regions to handle the two channels 
depending on amount of missing energy. 
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M

reco. > 600 GeV none

TABLE VIII: The cuts for the three signal regions constructed in the analysis of the hh ! (b̄b)(`+`�)(+/ET ) channel. The
signal regions SR/E and SRµ, correspond to the hh decay modes (bb̄)(W+W�), (bb̄)(⌧+⌧�) and (bb̄)(µ+µ�) respectively.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(W+W�) ! (bb̄)(`0+⌫`0`

�⌫̄`) 27.16 20.9 19.9
hh ! (bb̄)(⌧+⌧�) ! (bb̄)(`0+⌫`0 ⌫̄⌧ `

�⌫̄`⌫⌧ ) 14.63 38.5 24.3
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0), cuts as in Eq. 1 25.08⇥103 16.0+21.1
�5.1 6.1+14.1

�1.8

bb̄Z ! bb̄(`+`�), pT,b > 30 GeV 107.36⇥103 257.9+203.7
�74.6 493.7+224.9

�113.4

bb̄h ! bb̄(`+`�), pT,b > 30 GeV 26.81 O(1) O(1)
bb̄W± ! bb̄(`±⌫`), pT,b > 30 GeV +mis-tagged ` 1032.6 O(10�2) O(10�2)
`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE IX: The backgrounds that have been considered in the (bb̄)(`+`�+ /E) channel coming from h ! W+W�. All the cross
sections were calculated at NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to
one jet via the MLM method, and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to
the Poisson distribution, for those background event samples that exhibit low number of events after the analysis. For the rest
of the samples the uncertainty is percent level and we omit it for the sake of clarity.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(µ+µ�) 0.42 8.6 1.8
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0�b̄⌫̄`0), cuts as in Eq. 1 25.08⇥103 32.0+25.3
�9.3 24.5+19.3

�7.1

bb̄Z ! bb̄(`+`�), pT,b > 30 GeV 107.36⇥103 < 73.5 49.4+113.4
�14.4

bb̄h ! bb̄(`+`�), pT,b > 30 GeV 26.81 O(1) O(1)
bb̄W± ! bb̄(`±⌫`), pT,b > 30 GeV +mis-tagged ` 1032.6 O(10�2) O(10�2)
`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE X: The backgrounds that have been considered in the (bb̄)(µ+µ�) channel. All the cross sections were calculated at
NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to one jet via the MLM method,
and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to the Poisson distribution, for
those event samples that exhibit low number of events after the analysis. For the case of bb̄Z in the ‘ideal’ parametrization, the
’<’ indicates the 1�-equivalent region, since no events were obtained after analysis. For the rest of the samples the uncertainty
is percent level and we omit it for the sake of clarity.
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TABLE VIII: The cuts for the three signal regions constructed in the analysis of the hh ! (b̄b)(`+`�)(+/ET ) channel. The
signal regions SR/E and SRµ, correspond to the hh decay modes (bb̄)(W+W�), (bb̄)(⌧+⌧�) and (bb̄)(µ+µ�) respectively.
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one jet via the MLM method, and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to
the Poisson distribution, for those background event samples that exhibit low number of events after the analysis. For the rest
of the samples the uncertainty is percent level and we omit it for the sake of clarity.
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and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to the Poisson distribution, for
those event samples that exhibit low number of events after the analysis. For the case of bb̄Z in the ‘ideal’ parametrization, the
’<’ indicates the 1�-equivalent region, since no events were obtained after analysis. For the rest of the samples the uncertainty
is percent level and we omit it for the sake of clarity.
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TABLE VIII: The cuts for the three signal regions constructed in the analysis of the hh ! (b̄b)(`+`�)(+/ET ) channel. The
signal regions SR/E and SRµ, correspond to the hh decay modes (bb̄)(W+W�), (bb̄)(⌧+⌧�) and (bb̄)(µ+µ�) respectively.

channel �(100 TeV) (fb) N
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3 ab

�1(cuts, LHC param.)
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bb̄h ! bb̄(`+`�), pT,b > 30 GeV 26.81 O(1) O(1)
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TABLE IX: The backgrounds that have been considered in the (bb̄)(`+`�+ /E) channel coming from h ! W+W�. All the cross
sections were calculated at NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to
one jet via the MLM method, and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to
the Poisson distribution, for those background event samples that exhibit low number of events after the analysis. For the rest
of the samples the uncertainty is percent level and we omit it for the sake of clarity.
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NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to one jet via the MLM method,
and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to the Poisson distribution, for
those event samples that exhibit low number of events after the analysis. For the case of bb̄Z in the ‘ideal’ parametrization, the
’<’ indicates the 1�-equivalent region, since no events were obtained after analysis. For the rest of the samples the uncertainty
is percent level and we omit it for the sake of clarity.
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hh ! (bb̄)(µ+µ�)

results: # of events @ 3 ab-1.
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TABLE VIII: The cuts for the three signal regions constructed in the analysis of the hh ! (b̄b)(`+`�)(+/ET ) channel. The
signal regions SR/E and SRµ, correspond to the hh decay modes (bb̄)(W+W�), (bb̄)(⌧+⌧�) and (bb̄)(µ+µ�) respectively.

channel �(100 TeV) (fb) N
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3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(W+W�) ! (bb̄)(`0+⌫`0`

�⌫̄`) 27.16 20.9 19.9
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bb̄W± ! bb̄(`±⌫`), pT,b > 30 GeV +mis-tagged ` 1032.6 O(10�2) O(10�2)
`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE IX: The backgrounds that have been considered in the (bb̄)(`+`�+ /E) channel coming from h ! W+W�. All the cross
sections were calculated at NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to
one jet via the MLM method, and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to
the Poisson distribution, for those background event samples that exhibit low number of events after the analysis. For the rest
of the samples the uncertainty is percent level and we omit it for the sake of clarity.
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�1(cuts, LHC param.)
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TABLE X: The backgrounds that have been considered in the (bb̄)(µ+µ�) channel. All the cross sections were calculated at
NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to one jet via the MLM method,
and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to the Poisson distribution, for
those event samples that exhibit low number of events after the analysis. For the case of bb̄Z in the ‘ideal’ parametrization, the
’<’ indicates the 1�-equivalent region, since no events were obtained after analysis. For the rest of the samples the uncertainty
is percent level and we omit it for the sake of clarity.
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TABLE VIII: The cuts for the three signal regions constructed in the analysis of the hh ! (b̄b)(`+`�)(+/ET ) channel. The
signal regions SR/E and SRµ, correspond to the hh decay modes (bb̄)(W+W�), (bb̄)(⌧+⌧�) and (bb̄)(µ+µ�) respectively.
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TABLE IX: The backgrounds that have been considered in the (bb̄)(`+`�+ /E) channel coming from h ! W+W�. All the cross
sections were calculated at NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to
one jet via the MLM method, and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to
the Poisson distribution, for those background event samples that exhibit low number of events after the analysis. For the rest
of the samples the uncertainty is percent level and we omit it for the sake of clarity.
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TABLE X: The backgrounds that have been considered in the (bb̄)(µ+µ�) channel. All the cross sections were calculated at
NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to one jet via the MLM method,
and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to the Poisson distribution, for
those event samples that exhibit low number of events after the analysis. For the case of bb̄Z in the ‘ideal’ parametrization, the
’<’ indicates the 1�-equivalent region, since no events were obtained after analysis. For the rest of the samples the uncertainty
is percent level and we omit it for the sake of clarity.
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• very few events after analysis with fairly large 
backgrounds.  

• possible improvement by better muon resolution? 
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hh ! (bb̄)(`+`� + /E)

results: # of events @ 3 ab-1.

8

observable SR/E SRµ

/ET > 100 GeV < 40 GeV
pT,`1 > 60 GeV > 90 GeV
pT,`2 > 55 GeV > 60 GeV
�R(`

1

, `
2

) < 0.9 2 (1.0, 1.8)
M`` 2 (50, 80) GeV 2 (120, 130) GeV
pT,b1 > 90 GeV > 90 GeV
pT,b2 > 80 GeV > 80 GeV
�R(b

1

, b
2

) 2 (0.5, 1.3) 2 (0.5, 1.5)
Mbb`` > 350 GeV > 350 GeV
Mbb 2 (110, 140) GeV 2 (110, 140) GeV
M

reco. > 600 GeV none

TABLE VIII: The cuts for the three signal regions constructed in the analysis of the hh ! (b̄b)(`+`�)(+/ET ) channel. The
signal regions SR/E and SRµ, correspond to the hh decay modes (bb̄)(W+W�), (bb̄)(⌧+⌧�) and (bb̄)(µ+µ�) respectively.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(W+W�) ! (bb̄)(`0+⌫`0`

�⌫̄`) 27.16 20.9 19.9
hh ! (bb̄)(⌧+⌧�) ! (bb̄)(`0+⌫`0 ⌫̄⌧ `

�⌫̄`⌫⌧ ) 14.63 38.5 24.3
tt̄ ! (`+b⌫`)(`

0�b̄⌫̄`0), cuts as in Eq. 1 25.08⇥103 16.0+21.1
�5.1 6.1+14.1
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bb̄Z ! bb̄(`+`�), pT,b > 30 GeV 107.36⇥103 257.9+203.7
�74.6 493.7+224.9

�113.4

bb̄h ! bb̄(`+`�), pT,b > 30 GeV 26.81 O(1) O(1)
bb̄W± ! bb̄(`±⌫`), pT,b > 30 GeV +mis-tagged ` 1032.6 O(10�2) O(10�2)
`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE IX: The backgrounds that have been considered in the (bb̄)(`+`�+ /E) channel coming from h ! W+W�. All the cross
sections were calculated at NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to
one jet via the MLM method, and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to
the Poisson distribution, for those background event samples that exhibit low number of events after the analysis. For the rest
of the samples the uncertainty is percent level and we omit it for the sake of clarity.

channel �(100 TeV) (fb) N
3 ab

�1(cuts, ideal) N
3 ab

�1(cuts, LHC param.)
hh ! (bb̄)(µ+µ�) 0.42 8.6 1.8
tt̄ ! (`+b⌫`)(`
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`+`� + jets ! (`+`�) + mis-tagged bb̄ 2.14⇥103 O(10�2) O(10�2)

TABLE X: The backgrounds that have been considered in the (bb̄)(µ+µ�) channel. All the cross sections were calculated at
NLO using the MadGraph5/aMC@NLO package. The tt̄ process was generated at tree-level, merged to one jet via the MLM method,
and normalized to the NLO cross section. We show 1�-equivalent errors, derived according to the Poisson distribution, for
those event samples that exhibit low number of events after the analysis. For the case of bb̄Z in the ‘ideal’ parametrization, the
’<’ indicates the 1�-equivalent region, since no events were obtained after analysis. For the rest of the samples the uncertainty
is percent level and we omit it for the sake of clarity.
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“ideal” S ~ 60, B ~ 273*

) a silver channel? 

[* background uncertainty due to limited MC samples]
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hh ! (W+W�)(W+W�) ! `±`±`0⌥ + Emiss + j
[1503.07611, Li, Li, Yan, Zhao]

• same-sign di-leptons kills a lot of background 
(particularly ZW), 

• their analysis finds good significance at 100 TeV: 

• S~160, B~523 for 3 ab-1.  

• but assumes pT > (30,10,10) GeV for the three 
leptons: this may be a little optimistic @ 100 TeV.  

• [note: 4τ and 2τ2W final states can generate the 
same final state.] 
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[see also hep-ph/0206024 Baur, Plehn, Rainwater for high-mass Higgs]
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100 TeV: the story so far

40

hh ! (bb̄)(��)

hh ! (bb̄)(ZZ) ! (bb̄)(4`)

hh ! (bb̄)(Z�) ! (bb̄)(`+`��)

hh ! (bb̄)(`+`� + /E)

hh ! (bb̄)(µ+µ�)

?hh ! `±`±`0⌥ + /E + j

hh ! (bb̄)(bb̄) ?
SM hh discovery

?
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to do
• VBF/associated production @ 100 TeV.  

• use of jet substructure techniques [particularly for 
high-invariant mass regions], 

• include hadronic tau decays, 

• extraction of self-coupling/D=6 EFT coefficients. 

• examine details of the detector […].
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thanks for your attention!
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?? ?
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statistics for MC samples
• at 100 TeV, background cross sections are very 

large: we need to generate substantial Monte Carlo 
events samples.  

• we can apply reasonable generation-level cuts.  

• but: what if we are left with a low number of MC 
events?  

• can still calculate a 1-σ uncertainty for the 
expectation values using Poisson statistics. 
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statistics for MC samples
• question: given that we have observed Ν Monte 

Carlo events after cuts, what are uncertainties ΔN+ 
and ΔΝ-, such that 

44

N+�N+

��N�

defines a 68% confidence level (1-σ) interval? 

• this can be determined by integrating the Poisson 
distribution:
p(N +�N+) =

Z 1

N+�N+

d�
�Ne��

N !

p(N ��N�) =

Z N��N�

0
d�

�Ne��

N !

= 15.9% for 1-σ.}
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statistics for MC samples

45

p(N +�N+) =

Z 1

N+�N+

d�
�Ne��

N !

p(N ��N�) =

Z N��N�

0
d�

�Ne��

N !

= 15.9% for 1-σ.}
solve using standard gamma functions:

�(N + 1, N +�N+)

N !
= 15.9%

�(N + 1, N ��N�)

N !
= 15.9%

(for N > 0)


