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Padova, Italy

bINFN, Sezione di Padova, Via Marzolo 8, I-35131 Padova, Italy
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Abstract: HEPfit is a flexible open-source tool which, given the Standard Model or any of its

extensions, allows to i) fit the model parameters to a given set of experimental observables; ii)

obtain predictions for observables. HEPfit can be used either in Monte Carlo mode, to perform a

Bayesian Markov Chain Monte Carlo analysis of a given model, or as a library, to obtain predictions

of observables for a given point in the parameter space of the model, allowing HEPfit to be used

in any statistical framework. In the present version, around a thousand observables have been

implemented in the Standard Model and in several new physics scenarios. In this paper, we

describe the general structure of the code as well as models and observables implemented in the

current release.
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• Electroweak precision data:  Very precise measurements of the W & Z boson 
properties

✓ The LEP/SLD legacy, Z-pole observables: 

and W measurements from LEP 2

✓ But also receive contributions from Hadron colliders:

Precision in many cases at per-mille level
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42 Chapter 2 Phenomenological implications of the dimension-six effective Lagrangian

2.2 Corrections to electroweak precision observables

Let us now translate the corrections to the SM Lagrangian just derived and the genuine new four-
fermion interactions into extra contributions to precision observables 8 entering in our fits. We
consider several different types of observables:

• Measurements of Z properties at the pole. These include partial decay widths as well as
left-right and forward-backward asymmetries.

• The W mass and decay widths, as well as the leptonic branching ratios, which are useful to
test lepton universality, for instance.

• Low-energy effective ν-q and νµ-e couplings entering in the description of neutrino-nucleon
deep-inelastic scattering (DIS) and neutrino-electron scattering, respectively.

• Low-energy effective couplings describing parity violation in atoms and in Møller scattering:
the atomic and the electron weak charges.

• Unitarity constraints on the CKM matrix (first row).

• e+e− → ff cross sections and asymmetries off the Z pole measured at LEP 2.

As already emphasized new physics corrections will be evaluated at tree level, and only the inter-
ference with the SM amplitudes will be considered. For the SM predictions, on the other hand, we
include the state-of-the-art of radiative corrections (see Appendix A for details).

The computation of the observables is straightforward: we only have to take the SM tree-level
amplitudes, replace the SM couplings and masses by the corrected ones, and whenever they can
interfere add the new amplitudes involving the four-fermion operators. Once all corrections are
included, the SM-new physics interference can be obtained linearizing the resulting expression in
v2

Λ2 . In this way we get a tree-level prediction for any observable O

Otree = Otree
SM + δOtree

New
v2

Λ2
, δOtree

New ≡ ∂Otree

∂(v2/Λ2)
, (2.76)

that must be improved to include the higher-order corrections in perturbation theory for the SM
part. The final expression for the observable is then of the form

ONew-tree
SM-loop = Otree

SM + δOloop
SM + δOtree

New
v2

Λ2
. (2.77)

2.2.1 Z lineshape observables

The LEP and SLC measurements of e+e− → f̄f cross sections near the Z pole [70] provide the
most precise determination of the properties of the Z boson, and have been crucial in determining
the validity of the SM description of NC. Around the Z pole the process is dominated by the
Z-exchange diagram and the differential cross section for f #= e is given by9

dσe+e−→Z→f̄ f

dΩ
=

9

4

sΓeΓf/M2
Z

(s−M2
Z)

2
+ s2Γ2

Z/M
2
Z

[(

1 + cos2 θ
)

(1− PeAe) + 2 cos θAf (−Pe +Ae)
]

,

(2.78)

8We could distinguish between observables and pseudo-observables. The former refer to cross sections and
asymmetries directly measured in experiments, while the latter are derived quantities and are usually definition
dependent. For simplicity we will use the term observable to refer to both of them.

9For f = e− there is also a t-channel diagram contributing to the cross section.

Model Pred. Ab,0
FB Pull Pred. Ab,0

FB Pull
standard average conservative average

SM 0.10337± 0.00032 �2.3 � 0.10325± 0.00034 �2.2 �

Table 3: Predictions and pulls for MW in the SM, in the oblique NP models and in the SMEFT,
using the standard and conservative averaging scenarios. The predictions are obtained without
using the experimental information on MW . See text for more details.
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• This per-mille level precision makes EWPO a powerful test of SM predictions, to 
the level of radiative corrections:

✓ Test of the validity of the SM description of EW interactions

✓ Sensitive to all SM (or new) particles via loop corrections:
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Figure 1.10: Vertex corrections to the process e+e− → bb.

so that:

gVf

gAf
= "

(GVf

GAf

)

= 1 − 4|Qf | sin2 θf
eff . (1.18)

The quantities ∆ρse and ∆κse are universal corrections arising from the propagator self-
energies, while ∆ρf and ∆κf are flavour-specific vertex corrections. For simplicity we ignore
the small imaginary components of these corrections in most of the following discussion. The
leading order terms in ∆ρse and ∆κse for mH $ mW are [27]:

∆ρse =
3GFm2
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(1.20)

For mH & mW, the Higgs terms are modified, for example:

∆ρse =
3GFm2

W

8
√
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W

+
2

3

m2
Z

m2
W

ln
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Z

−
7π

3

mHmZ

m2
W

+ · · ·
]

(1.21)

where only internal Higgs loops are considered. Note the change of sign in the slope of the
Higgs correction for low mH seen in Equation 1.21 compared to Equation 1.19, which is due to
contributions from the derivative of the Z self-energy with respect to momentum transfer [28].
Existence of the process e+e− → Z∗H (Higgsstrahlung) would tend to reduce the mH dependence
in Equation 1.21 [29]. The radiative corrections have a quadratic dependence on the top quark
mass and a weaker logarithmic dependence on the Higgs boson mass. The flavour dependence
is very small for all fermions, except for the b-quark, where the effects of the diagrams shown in
Figure 1.10 are significant, due to the large mass splitting between the bottom and top quarks
and the size of the diagonal CKM matrix element |Vtb| ' 1 , resulting in a significant additional
contribution for bb production [28] (The effects of the off-diagonal CKM matrix elements are
here negligible.):

∆κb =
GFm2

t

4
√

2π2
+ · · · , (1.22)

∆ρb = −2∆κb + · · · . (1.23)

By interpreting the Z-pole measurements in terms of these corrections, the top quark mass
can be determined indirectly, and compared to the direct measurements. The Z-pole measure-
ments, even when taken alone, have sufficient power to separate the Higgs and top corrections
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Figure 1.9: Higher-order corrections to the gauge boson propagators due to boson and fermion
loops.

These tree-level quantities are modified by radiative corrections to the propagators and vertices
such as those shown in Figures 1.9 and 1.10. When these corrections are renormalized in the
“on-shell” scheme [26], which we adopt here, the form of Equation 1.5 is maintained, and taken
to define the on-shell electroweak mixing angle, θW, to all orders, in terms of the vector boson
pole masses:

ρ0 =
m2

W

m2
Z cos2 θW

. (1.10)

In the following, ρ0 = 1 is assumed.
The bulk of the electroweak corrections [25] to the couplings at the Z-pole is absorbed into

complex form factors, Rf for the overall scale and Kf for the on-shell electroweak mixing angle,
resulting in complex effective couplings:

GVf =
√

Rf (T f
3 − 2QfKf sin2 θW) (1.11)
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3 . (1.12)

In terms of the real parts of the complex form factors,

ρf ≡ #(Rf) = 1 + ∆ρse + ∆ρf (1.13)

κf ≡ #(Kf) = 1 + ∆κse + ∆κf , (1.14)

the effective electroweak mixing angle and the real effective couplings are defined as:
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ρf (T f

3 − 2Qf sin2 θf
eff) (1.16)

gAf ≡
√
ρf T f

3 , (1.17)
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• This per-mille level precision makes EWPO a powerful test of SM predictions, to 
the level of radiative corrections:

✓ Test of the validity of the SM description of EW interactions

✓ Sensitive to all SM (or new) particles via loop corrections:
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and the size of the diagonal CKM matrix element |Vtb| ' 1 , resulting in a significant additional
contribution for bb production [28] (The effects of the off-diagonal CKM matrix elements are
here negligible.):

∆κb =
GFm2

t

4
√

2π2
+ · · · , (1.22)

∆ρb = −2∆κb + · · · . (1.23)

By interpreting the Z-pole measurements in terms of these corrections, the top quark mass
can be determined indirectly, and compared to the direct measurements. The Z-pole measure-
ments, even when taken alone, have sufficient power to separate the Higgs and top corrections
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Figure 1.9: Higher-order corrections to the gauge boson propagators due to boson and fermion
loops.

These tree-level quantities are modified by radiative corrections to the propagators and vertices
such as those shown in Figures 1.9 and 1.10. When these corrections are renormalized in the
“on-shell” scheme [26], which we adopt here, the form of Equation 1.5 is maintained, and taken
to define the on-shell electroweak mixing angle, θW, to all orders, in terms of the vector boson
pole masses:

ρ0 =
m2

W

m2
Z cos2 θW

. (1.10)

In the following, ρ0 = 1 is assumed.
The bulk of the electroweak corrections [25] to the couplings at the Z-pole is absorbed into

complex form factors, Rf for the overall scale and Kf for the on-shell electroweak mixing angle,
resulting in complex effective couplings:

GVf =
√

Rf (T f
3 − 2QfKf sin2 θW) (1.11)

GAf =
√

Rf T f
3 . (1.12)

In terms of the real parts of the complex form factors,

ρf ≡ #(Rf) = 1 + ∆ρse + ∆ρf (1.13)

κf ≡ #(Kf) = 1 + ∆κse + ∆κf , (1.14)

the effective electroweak mixing angle and the real effective couplings are defined as:

sin2 θf
eff ≡ κf sin2 θW (1.15)

gVf ≡ √
ρf (T f

3 − 2Qf sin2 θf
eff) (1.16)

gAf ≡
√
ρf T f

3 , (1.17)
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Figure 1.9: Higher-order corrections to the gauge boson propagators due to boson and fermion
loops.

These tree-level quantities are modified by radiative corrections to the propagators and vertices
such as those shown in Figures 1.9 and 1.10. When these corrections are renormalized in the
“on-shell” scheme [26], which we adopt here, the form of Equation 1.5 is maintained, and taken
to define the on-shell electroweak mixing angle, θW, to all orders, in terms of the vector boson
pole masses:
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. (1.10)

In the following, ρ0 = 1 is assumed.
The bulk of the electroweak corrections [25] to the couplings at the Z-pole is absorbed into
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resulting in complex effective couplings:

GVf =
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3 . (1.12)

In terms of the real parts of the complex form factors,

ρf ≡ #(Rf) = 1 + ∆ρse + ∆ρf (1.13)

κf ≡ #(Kf) = 1 + ∆κse + ∆κf , (1.14)
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• This per-mille level precision makes EWPO a powerful test of SM predictions, to 
the level of radiative corrections:

✓ Test of the validity of the SM description of EW interactions

✓ Sensitive to all SM (or new) particles via loop corrections:

After Higgs discovery: 
‣All inputs of the SM are known

‣Observables can be fully predicted in the SM

‣Test of new physics (NP): strong (unambiguous) constraints 
on NP modifying the EW sector (e.g. solutions to the 
hierarchy problem)
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Figure 1.10: Vertex corrections to the process e+e− → bb.
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= 1 − 4|Qf | sin2 θf
eff . (1.18)

The quantities ∆ρse and ∆κse are universal corrections arising from the propagator self-
energies, while ∆ρf and ∆κf are flavour-specific vertex corrections. For simplicity we ignore
the small imaginary components of these corrections in most of the following discussion. The
leading order terms in ∆ρse and ∆κse for mH $ mW are [27]:
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For mH & mW, the Higgs terms are modified, for example:
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(1.21)

where only internal Higgs loops are considered. Note the change of sign in the slope of the
Higgs correction for low mH seen in Equation 1.21 compared to Equation 1.19, which is due to
contributions from the derivative of the Z self-energy with respect to momentum transfer [28].
Existence of the process e+e− → Z∗H (Higgsstrahlung) would tend to reduce the mH dependence
in Equation 1.21 [29]. The radiative corrections have a quadratic dependence on the top quark
mass and a weaker logarithmic dependence on the Higgs boson mass. The flavour dependence
is very small for all fermions, except for the b-quark, where the effects of the diagrams shown in
Figure 1.10 are significant, due to the large mass splitting between the bottom and top quarks
and the size of the diagonal CKM matrix element |Vtb| ' 1 , resulting in a significant additional
contribution for bb production [28] (The effects of the off-diagonal CKM matrix elements are
here negligible.):
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∆ρb = −2∆κb + · · · . (1.23)

By interpreting the Z-pole measurements in terms of these corrections, the top quark mass
can be determined indirectly, and compared to the direct measurements. The Z-pole measure-
ments, even when taken alone, have sufficient power to separate the Higgs and top corrections
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Figure 1.9: Higher-order corrections to the gauge boson propagators due to boson and fermion
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These tree-level quantities are modified by radiative corrections to the propagators and vertices
such as those shown in Figures 1.9 and 1.10. When these corrections are renormalized in the
“on-shell” scheme [26], which we adopt here, the form of Equation 1.5 is maintained, and taken
to define the on-shell electroweak mixing angle, θW, to all orders, in terms of the vector boson
pole masses:

ρ0 =
m2

W

m2
Z cos2 θW

. (1.10)

In the following, ρ0 = 1 is assumed.
The bulk of the electroweak corrections [25] to the couplings at the Z-pole is absorbed into

complex form factors, Rf for the overall scale and Kf for the on-shell electroweak mixing angle,
resulting in complex effective couplings:

GVf =
√

Rf (T f
3 − 2QfKf sin2 θW) (1.11)
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In terms of the real parts of the complex form factors,

ρf ≡ #(Rf) = 1 + ∆ρse + ∆ρf (1.13)

κf ≡ #(Kf) = 1 + ∆κse + ∆κf , (1.14)

the effective electroweak mixing angle and the real effective couplings are defined as:
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Figure 1.9: Higher-order corrections to the gauge boson propagators due to boson and fermion
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These tree-level quantities are modified by radiative corrections to the propagators and vertices
such as those shown in Figures 1.9 and 1.10. When these corrections are renormalized in the
“on-shell” scheme [26], which we adopt here, the form of Equation 1.5 is maintained, and taken
to define the on-shell electroweak mixing angle, θW, to all orders, in terms of the vector boson
pole masses:

ρ0 =
m2
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. (1.10)

In the following, ρ0 = 1 is assumed.
The bulk of the electroweak corrections [25] to the couplings at the Z-pole is absorbed into

complex form factors, Rf for the overall scale and Kf for the on-shell electroweak mixing angle,
resulting in complex effective couplings:

GVf =
√

Rf (T f
3 − 2QfKf sin2 θW) (1.11)
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Rf T f
3 . (1.12)

In terms of the real parts of the complex form factors,

ρf ≡ #(Rf) = 1 + ∆ρse + ∆ρf (1.13)

κf ≡ #(Kf) = 1 + ∆κse + ∆κf , (1.14)

the effective electroweak mixing angle and the real effective couplings are defined as:
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(Before April 2022)
Consistency of the SM with Electroweak Precision Tests

Overall consistency of the SM fit at 1σ
p-value: 0.45 
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Measurement Full Indirect Pull Full Prediction Pull Full Prediction Pull
standard scenario conservative scenario

↵s(MZ) 0.1177± 0.0010 0.1217± 0.0046 �0.8 0.1177± 0.0010 – 0.1177± 0.0010 –

�↵
(5)
had 0.02766± 0.00010 0.02752± 0.00066 0.2 0.02766± 0.00010 – 0.02766± 0.00010 –

MZ [GeV] 91.1875± 0.0021 91.200± 0.039 �0.3 91.1875± 0.0021 – 91.1875± 0.0021 –
mt [GeV] 172.58± 0.45 180.1± 9.6 �0.8 172.58± 0.45 – 172.6± 1.0 –
mH [GeV] 125.21± 0.12 196.2± 89.9 �0.4 125.21± 0.12 – 125.21± 0.21 –
MW [GeV] 80.379± 0.012 80.379± 0.012 0.0 80.3544± 0.0058 1.8 80.3545± 0.0080 1.7
�W [GeV] 2.085± 0.042 2.0916± 0.0023 �0.1 2.08781± 0.00060 �0.1 2.08781± 0.00073 �0.1
BRW!`⌫̄` 0.10860± 0.00090 0.10829± 0.00011 0.3 0.108386± 0.000023 0.2 0.108386± 0.000024 0.2

sin2
✓
lept
e↵ (Qhad

FB ) 0.2324± 0.0012 0.23147± 0.00014 0.8 0.231533± 0.000062 0.7 0.231534± 0.000067 0.7
P

pol
⌧ = A` 0.1465± 0.0033 0.1474± 0.0011 �0.3 0.14693± 0.00049 �0.1 0.14693± 0.00053 �0.1

�Z [GeV] 2.4955± 0.0023 2.4947± 0.0020 0.3 2.49414± 0.00069 0.6 2.49413± 0.00072 0.6
�
0
h [nb] 41.480± 0.033 41.466± 0.031 0.3 41.4930± 0.0081 �0.4 41.4930± 0.0081 �0.4

R
0
` 20.767± 0.025 20.765± 0.022 0.1 20.7466± 0.0086 0.8 20.7466± 0.0087 0.8

A
0,`
FB 0.0171± 0.0010 0.01630± 0.00024 0.8 0.01619± 0.00011 0.9 0.01619± 0.00012 0.9

A` (SLD) 0.1513± 0.0021 0.1474± 0.0011 1.6 0.14693± 0.00049 2.0 0.14693± 0.00053 2.0
R

0
b 0.21629± 0.00066 0.21562± 0.00035 0.9 0.21588± 0.00010 0.6 0.21588± 0.00011 0.6

R
0
c 0.1721± 0.0030 0.17233± 0.00017 �0.1 0.172199± 0.000054 0.0 0.172198± 0.000055 0.0

A
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FB 0.0996± 0.0016 0.10334± 0.00077 �2.1 0.10300± 0.00034 �2.1 0.10300± 0.00037 �2.1

A
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FB 0.0707± 0.0035 0.07386± 0.00059 �0.9 0.07359± 0.00026 �0.8 0.07358± 0.00028 �0.8

Ab 0.923± 0.020 0.93468± 0.00016 �0.6 0.934726± 0.000041 �0.6 0.934727± 0.000041 �0.6
Ac 0.670± 0.027 0.66805± 0.00048 0.1 0.66774± 0.00022 0.1 0.66774± 0.00025 0.1
As 0.895± 0.091 0.935693± 0.000088 �0.4 0.935637± 0.000041 �0.4 0.935637± 0.000045 �0.4

sin2
✓
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e↵ (HC) 0.23143± 0.00025 0.23147± 0.00014 �0.1 0.231533± 0.000062 �0.4 0.231534± 0.000067 �0.4

Ruc 0.1660± 0.0090 0.17236± 0.00017 �0.7 0.172221± 0.000032 �0.7 0.172221± 0.000034 �0.7

TABLE V. Results of the full indirect determination of SM parameters using only EWPD (third column) and of the full
prediction for EWPO using only information on SM parameters, in the standard (fourth column) and conservative (fifth
column) scenarios. For comparison, the input values are reported in the second column. See the text for details.

agreement between the lattice determination and the EW fit persists when the updated lattice value corresponding to
the value of the hadronic vacuum polarization recently published in Ref. [74] is released. The indirect determination
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W Boson Mass Measurements from Different Experiments

SM expectation: M
W

 = 80,357 ± 4
inputs

 ± 4
theory

 (PDG 2020)
LHCb measurement : M

W
 = 80,354 ± 23

stat
 ± 10

exp
 ± 17

theory
 ± 9
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the most precise
mt measurement
uses the
t̄t ! `+ jets
channel

so far not surpassed
with 13TeV data
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Top mass by CMS 

Most precise measurement to date

Significant tension, not only with SM, 
but also with available 
LHC measurements

Jorge de Blas 
Univ. of Granada / CERN

Electroweak Precision Fits with HEPfit 
October 27, 2022



• One of the most precise observables in the EW sector ~O(0.01%)

• And one for which the SM prediction is known to higher precision

• Probe of important SM relations, e.g. custodial symmetry: 
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Relevance of W-boson mass in EWPO

Jorge de Blas 
Univ. of Granada / CERN

Electroweak Precision Fits with HEPfit 
October 27, 2022

M. Awramik, M. Czakon, A. Freitas, G. Weiglein, Phys. Rev D69 (2004) 053006

Full EW 2-loop 
+ leading 3-loop 
& some 4-loop
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100 283.41 35.89 7.23 1.27 28.56 0.64 −1.27 −0.16

200 307.35 35.89 7.23 1.27 30.02 0.35 −2.11 −0.09

300 323.27 35.89 7.23 1.27 31.10 0.23 −2.77 −0.03

600 353.01 35.89 7.23 1.27 32.68 0.05 −4.10 −0.09

1000 376.27 35.89 7.23 1.27 32.36 −0.41 −5.04 −1.04

Table 1: The numerical values (×104) of the different contributions to ∆r specified in
eq. (1) are given for different values of MH and MW = 80.426 GeV (the W and Z masses
have been transformed so as to correspond to the real part of the complex pole). The
other input parameters are listed in eq. (5).

calculation into the mass parameter defined according to the real part of the complex
pole, which corresponds to a Breit–Wigner parametrisation with a constant decay width,
see Ref. [8]. It is understood that MW in this paper always refers to the conventional
definition according to a Breit–Wigner parametrisation with running width. The change
of parametrisations is achieved with the one loop QCD corrected value of the W-boson
width as described in Ref. [8].

Table 1 shows that the two-loop QCD correction, ∆r(ααs), and the fermionic elec-

troweak two-loop correction, ∆r(α
2)

ferm are of similar size. They both amount to about 10%
of the one-loop contribution, ∆r(α), entering with the same sign. The most important
correction beyond these contributions is the three-loop QCD correction, ∆r(αα

2
s ), which

leads to a shift in MW of about −11 MeV. For large values of MH also the contribu-

tion ∆r(G
2
µαsm4

t
) becomes sizable. The purely bosonic two-loop contribution, ∆r(α
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the leading electroweak three-loop correction, ∆r(G
3
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6
t
), and leading QCD four-loop cor-

rection, ∆r(αα
3
sm

2
t
), give rise to shifts in MW which are significantly smaller than the

experimental error envisaged for a future Linear Collider, δM exp,LC
W = 7 MeV [16].

Since ∆r is evaluated in Table 1 for a fixed value of MW, the contributions ∆r(ααs)

and ∆r(αα
2
s ) are MH-independent. In the iterative procedure for evaluating MW according

to eq. (3), on the other hand, also these contributions become MH-dependent through the
MH-dependence of the inserted MW value.

The result for MW based on eqs. (3), (4) can be approximated by the following simple
parametrisation (see Ref. [22] for an earlier parametrisation of MW),

MW = M0
W − c1 dH− c2 dH

2 + c3 dH
4 + c4(dh− 1)− c5 dα + c6 dt− c7 dt

2

− c8 dHdt + c9 dh dt− c10 dαs + c11 dZ, (6)

3

δMW(full result)/ MeV δMW(eqs. (6)–(8))/ MeV

δMH = 100 GeV −41.3 −41.4

δmt = 5.1 GeV 31.0 31.0

δMZ = 2.1 MeV 2.6 2.6

δ
(

∆α(5)
had

)

= 0.00036 −6.5 −6.5

δαs(MZ) = 0.0027 −1.7 −1.7

Table 2: Shifts in MW caused by varying MH by 100 GeV and the other input parameters
by 1σ around their experimental central values [14]. The first column shows the full result
for MW, while the second column is based on the simple parametrisation of eqs. (6)–(8).
The shifts δMW are relative to the value MW = 80.3799 GeV which is the result for
MH = 100 GeV and the central values of the other input parameters as specified in
eq. (5).
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and the coefficients M0
W, c1, . . . , c11 take the following values

M0
W = 80.3779 GeV, c1 = 0.05427 GeV, c2 = 0.008931 GeV,

c3 = 0.0000882 GeV, c4 = 0.000161 GeV, c5 = 1.070 GeV,

c6 = 0.5237 GeV, c7 = 0.0679 GeV, c8 = 0.00179 GeV,

c9 = 0.0000664 GeV, c10 = 0.0795 GeV, c11 = 114.9 GeV. (8)

The parametrisation given in eqs. (6)–(8) approximates the full result for MW to better
than 0.5 MeV over the whole range of 10 GeV ≤ MH ≤ 1 TeV if all other experimental
input values vary within their combined 2σ region around their central values given in
eq. (7).

In Table 2 the full result for MW and the parametrisation of eqs. (6)–(8) are com-
pared with each other. The table shows the shifts in MW (relative to the value MW =
80.3799 GeV, which is the result for MH = 100 GeV and the central values of the other
input parameters as specified in eq. (5)) induced by varying MH by 100 GeV and the other
input parameters by 1σ around their experimental central values [14]. In the example of
Table 2, where only one parameter has been varied in each row and all others have been
kept at their central values, the maximum deviation between the full result for MW and
the parametrisation of eqs. (6)–(8) is below 0.1 MeV.

The parametrisation of eqs. (6)–(8) yields a good approximation of the full result for
MW even for values of MH much smaller than the experimental 95% C.L. lower bound
on the Higgs-boson mass, MH = 114.4 GeV [23]. If one restricts to the region MH >
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Measurement Full Indirect Pull Full Prediction Pull Full Prediction Pull
standard scenario conservative scenario

↵s(MZ) 0.1177± 0.0010 0.1217± 0.0046 �0.8 0.1177± 0.0010 – 0.1177± 0.0010 –

�↵
(5)
had 0.02766± 0.00010 0.02752± 0.00066 0.2 0.02766± 0.00010 – 0.02766± 0.00010 –

MZ [GeV] 91.1875± 0.0021 91.200± 0.039 �0.3 91.1875± 0.0021 – 91.1875± 0.0021 –
mt [GeV] 172.58± 0.45 180.1± 9.6 �0.8 172.58± 0.45 – 172.6± 1.0 –
mH [GeV] 125.21± 0.12 196.2± 89.9 �0.4 125.21± 0.12 – 125.21± 0.21 –
MW [GeV] 80.379± 0.012 80.379± 0.012 0.0 80.3544± 0.0058 1.8 80.3545± 0.0080 1.7
�W [GeV] 2.085± 0.042 2.0916± 0.0023 �0.1 2.08781± 0.00060 �0.1 2.08781± 0.00073 �0.1
BRW!`⌫̄` 0.10860± 0.00090 0.10829± 0.00011 0.3 0.108386± 0.000023 0.2 0.108386± 0.000024 0.2

sin2
✓
lept
e↵ (Qhad

FB ) 0.2324± 0.0012 0.23147± 0.00014 0.8 0.231533± 0.000062 0.7 0.231534± 0.000067 0.7
P

pol
⌧ = A` 0.1465± 0.0033 0.1474± 0.0011 �0.3 0.14693± 0.00049 �0.1 0.14693± 0.00053 �0.1

�Z [GeV] 2.4955± 0.0023 2.4947± 0.0020 0.3 2.49414± 0.00069 0.6 2.49413± 0.00072 0.6
�
0
h [nb] 41.480± 0.033 41.466± 0.031 0.3 41.4930± 0.0081 �0.4 41.4930± 0.0081 �0.4

R
0
` 20.767± 0.025 20.765± 0.022 0.1 20.7466± 0.0086 0.8 20.7466± 0.0087 0.8

A
0,`
FB 0.0171± 0.0010 0.01630± 0.00024 0.8 0.01619± 0.00011 0.9 0.01619± 0.00012 0.9

A` (SLD) 0.1513± 0.0021 0.1474± 0.0011 1.6 0.14693± 0.00049 2.0 0.14693± 0.00053 2.0
R

0
b 0.21629± 0.00066 0.21562± 0.00035 0.9 0.21588± 0.00010 0.6 0.21588± 0.00011 0.6

R
0
c 0.1721± 0.0030 0.17233± 0.00017 �0.1 0.172199± 0.000054 0.0 0.172198± 0.000055 0.0

A
0,b
FB 0.0996± 0.0016 0.10334± 0.00077 �2.1 0.10300± 0.00034 �2.1 0.10300± 0.00037 �2.1

A
0,c
FB 0.0707± 0.0035 0.07386± 0.00059 �0.9 0.07359± 0.00026 �0.8 0.07358± 0.00028 �0.8

Ab 0.923± 0.020 0.93468± 0.00016 �0.6 0.934726± 0.000041 �0.6 0.934727± 0.000041 �0.6
Ac 0.670± 0.027 0.66805± 0.00048 0.1 0.66774± 0.00022 0.1 0.66774± 0.00025 0.1
As 0.895± 0.091 0.935693± 0.000088 �0.4 0.935637± 0.000041 �0.4 0.935637± 0.000045 �0.4

sin2
✓
lept
e↵ (HC) 0.23143± 0.00025 0.23147± 0.00014 �0.1 0.231533± 0.000062 �0.4 0.231534± 0.000067 �0.4

Ruc 0.1660± 0.0090 0.17236± 0.00017 �0.7 0.172221± 0.000032 �0.7 0.172221± 0.000034 �0.7

TABLE V. Results of the full indirect determination of SM parameters using only EWPD (third column) and of the full
prediction for EWPO using only information on SM parameters, in the standard (fourth column) and conservative (fifth
column) scenarios. For comparison, the input values are reported in the second column. See the text for details.

agreement between the lattice determination and the EW fit persists when the updated lattice value corresponding to
the value of the hadronic vacuum polarization recently published in Ref. [74] is released. The indirect determination
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6

standard scenario conservative scenario

Prediction ↵s(M
2
Z) �↵

(5)
had(M

2
Z) MZ mt Total mt Total

MW [GeV] 80.3545 ±0.0006 ±0.0018 ±0.0027 ±0.0027 ±0.0042 ±0.0060 ±0.0069
�W [GeV] 2.08782 ±0.00040 ±0.00014 ±0.00021 ±0.00021 ±0.00052 ±0.00047 ±0.00066
BRW!`⌫̄` 0.108386 ±0.000024 ±0.000000 ±0.000000 ±0.000000 ±0.000024 ±0.000000 ±0.000024
sin2

✓
lept
e↵ 0.231534 ±0.000003 ±0.000035 ±0.000015 ±0.000013 ±0.000041 ±0.000030 ±0.000048

�Z [GeV] 2.49414 ±0.00049 ±0.00010 ±0.00021 ±0.00010 ±0.00056 ±0.00023 ±0.00060
�
0
h [nb] 41.4929 ±0.0049 ±0.0001 ±0.0020 ±0.0003 ±0.0053 ±0.0007 ±0.0053

R
0
` 20.7464 ±0.0062 ±0.0006 ±0.0003 ±0.0002 ±0.0063 ±0.0004 ±0.0063

A
0,`
FB 0.016191 ±0.000006 ±0.000060 ±0.000026 ±0.000023 ±0.000070 ±0.000052 ±0.000084

A` 0.14692 ±0.00003 ±0.00028 ±0.00012 ±0.00010 ±0.00032 ±0.00023 ±0.00038
R

0
b 0.215880 ±0.000011 ±0.000001 ±0.000000 ±0.000015 ±0.000019 ±0.000034 ±0.000035

R
0
c 0.172198 ±0.000020 ±0.000002 ±0.000001 ±0.000005 ±0.000020 ±0.000011 ±0.000023

A
0,b
FB 0.10300 ±0.00002 ±0.00020 ±0.00008 ±0.00007 ±0.00023 ±0.00016 ±0.00027

A
0,c
FB 0.07358 ±0.00001 ±0.00015 ±0.00006 ±0.00006 ±0.00018 ±0.00013 ±0.00021

Ab 0.934727 ±0.000001 ±0.000023 ±0.000010 ±0.000003 ±0.000025 ±0.000007 ±0.000026
Ac 0.66775 ±0.00001 ±0.00012 ±0.00005 ±0.00005 ±0.00014 ±0.00011 ±0.00017
As 0.935637 ±0.000002 ±0.000022 ±0.000010 ±0.000009 ±0.000026 ±0.000020 ±0.000031
Ruc 0.172220 ±0.000019 ±0.000002 ±0.000001 ±0.000005 ±0.000020 ±0.000011 ±0.000023

TABLE IV. Total parametric uncertainties for SM predictions of EWPO, and individual contributions related to each SM
parameter, except for mH (see text). Individual contributions are obtained setting all SM parameters to their central values,
except for the one indicated in each column, which is allowed to float according to its uncertainty. Results in this Table do not
include the intrinsic uncertainties in Eq. (1).

The same applies to the parametric theory uncertainties, obtained by propagating the experimental errors of the SM
inputs into the predictions for the EWPO. The breakdown of these parametric errors is detailed in Table IV, except
for the contributions coming from the uncertainty in mH , which, even in the conservative scenario, are numerically
irrelevant in the total parametric uncertainty.

For each observable, we give in Tables II and III, the experimental information used as input (Measurement),
together with the output of the combined fit (Posterior)7, and the Individual Prediction of the same quantity. The
latter is obtained from the posterior predictive distribution derived from a combined analysis of all the other quantities
that are not experimentally correlated with the given observable. The compatibility of the constraints is then evaluated
by sampling the posterior predictive distribution and the experimental one, by constructing the probability density
function (p.d.f.) of the residuals p(x), and by computing the integral of the p.d.f. in the region p(x) < p(0). This
two-sided p � value is then converted to the equivalent number of standard deviations for a Gaussian distribution.
In the case of a Gaussian posterior predictive distribution, this quantity coincides with the usual pull defined as the
di↵erence between the central values of the two distributions divided by the sum in quadrature of the residual mean
square of the distributions themselves. The advantage of this approach is that no approximation is made on the shape
of p.d.f.’s. These 1D pulls are also shown in Figure 1. We can see a clear consistency between the measurement of
all EWPO and their SM predictions. Only A

0,b
FB shows some tension (at the 2� level), which should be considered in

investigating new physics but also treated with care given the large number of observables considered in the EW fit
(see the discussion below for a quantitative assessment of the global significance taking the look-elsewhere e↵ect into
account).

Moreover, when interpreting this 1D pull one needs to take into account that A
0,b
FB is actually part of a set of

experimentally correlated observables. In order to check the consistency between SM and experiments in this case,
one can define an nD pull by removing from the fit one set of correlated observables at a time and computing the
prediction for the set of observables together with their covariance matrix. Then the same procedure described for 1D
pulls can be carried out, this time sampling the posterior predictive and experimental n-dimensional p.d.f.’s. This nD
pull is shown in the last column in Tables II and III, as well as in Figure 1, in which case we see that the global pull for
the set of correlated observables involving A

0,b
FB is reduced to 1.3�. To get an idea of the agreement between the SM

and EWPD, it is useful to consider the distribution of the p-values corresponding to the 1D pulls for the individual
measurements. For purely statistical fluctuations, one expects the p-values to be uniformly distributed between 0 and
1. From the results in Tables II and III, we obtain in both scenarios an average p-value of 0.5 with � = 0.3, fully

7 The correlation matrices from these fits are reported in the Appendix.

mt(2021)=172.58±0.45 GeV
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• Z lines shape measurements date back to the LEP/SLD era:

• Recently revisited using updated (more accurate) prediction of Bhabha process:
✓ New corrections decrease the Bhabha cross section by 0.048% 

(uncertainty 0.037%)
➡ Increase the measured luminosity ➡ Decrease measured value for the 

on-peak hadronic cross section (Z width also slightly modified)

Results depend on measuring precisely the integrated luminosity
 Obtained via low-angle Bhabha scattering (known to 0.061% during LEP era)

correction is applied for that year. These changes are not visible with the
numbers of digits used in Table 9. The use of the DHMZ (KNT) hadronic
vacuum polarization code instead of that of Jegerlehner would marginally
change N⌫ from 2.9963±0.00074 to 2.9958±0.00074 (2.9954±0.00076). Al-
together, the above effects are responsible for an uncertainty on N⌫ smaller
than ±0.0005, already included in the estimate of Table 9.

7. Conclusions

The modification of the Bhabha cross section and its uncertainty offered
by recent theoretical developments has been quantified for the four experi-
ments operating at LEP at and around the Z pole. The integrated luminosity
at the peak has been found to be underestimated by about 0.048%, a bias
compatible with the theoretical uncertainty of ±0.061% reported at the time
of LEP. When this bias is corrected for – on top of the beam-beam effect
correction reported in Ref. [4] – the number of light neutrino species deter-
mined by the combined LEP experiments from the invisible decay width of
the Z boson is determined to be

N⌫ = 2.9963 ± 0.0074,

instead of the PDG value of 2.9840 ± 0.0082 [1, 47]. The hadronic cross
section at the Z peak and the Z width are also modified and become:

�0
had = 41.4802 ± 0.0325 nb,

�Z = 2.4955 ± 0.0023 GeV.

Correlations between the peak hadronic cross section and the other Z param-
eters are marginally modified, but no other electroweak precision observable
is significantly affected.
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Figure 1.12: Average over measurements of the hadronic cross-sections (top) and of the muon
forward-backward asymmetry (bottom) by the four experiments, as a function of centre-of-mass
energy. The full line represents the results of model-independent fits to the measurements, as
outlined in Section 1.5. Correcting for QED photonic effects yields the dashed curves, which
define the Z parameters described in the text.
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outlined in Section 1.5. Correcting for QED photonic effects yields the dashed curves, which
define the Z parameters described in the text.
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• Z lines shape measurements date back to the LEP/SLD era:

• Recently revisited using updated (more accurate) prediction of Bhabha process:
✓ New corrections decrease the Bhabha cross section by 0.048% 

(uncertainty 0.037%)
➡ Increase the measured luminosity ➡ Decrease measured value for the 

on-peak hadronic cross section (Z width also slightly modified)

Results depend on measuring precisely the integrated luminosity
 Obtained via low-angle Bhabha scattering (known to 0.061% during LEP era)

correction is applied for that year. These changes are not visible with the
numbers of digits used in Table 9. The use of the DHMZ (KNT) hadronic
vacuum polarization code instead of that of Jegerlehner would marginally
change N⌫ from 2.9963±0.00074 to 2.9958±0.00074 (2.9954±0.00076). Al-
together, the above effects are responsible for an uncertainty on N⌫ smaller
than ±0.0005, already included in the estimate of Table 9.

7. Conclusions

The modification of the Bhabha cross section and its uncertainty offered
by recent theoretical developments has been quantified for the four experi-
ments operating at LEP at and around the Z pole. The integrated luminosity
at the peak has been found to be underestimated by about 0.048%, a bias
compatible with the theoretical uncertainty of ±0.061% reported at the time
of LEP. When this bias is corrected for – on top of the beam-beam effect
correction reported in Ref. [4] – the number of light neutrino species deter-
mined by the combined LEP experiments from the invisible decay width of
the Z boson is determined to be

N⌫ = 2.9963 ± 0.0074,

instead of the PDG value of 2.9840 ± 0.0082 [1, 47]. The hadronic cross
section at the Z peak and the Z width are also modified and become:
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Correlations between the peak hadronic cross section and the other Z param-
eters are marginally modified, but no other electroweak precision observable
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The updated results remove past tension with SM in 
the value of the effective # of ν : Nν

For those hadronic final states where the primary quarks can be identified, the following ratios
are defined:

R0
q ≡ Γqq/Γhad, e.g . R0

b = Γbb/Γhad. (1.48)

Experimentally, these ratios have traditionally been treated independently of the above set, as
described in Chapter 5 and Appendix F.

The leading contribution from γ–Z interference is proportional to the product of the vector
couplings of the initial and final states and vanishes at

√
s = mZ, but becomes noticeable at

off-peak energies and therefore affects the measurement of the Z mass. Because an experimental
determination of all quark couplings is not possible, the γ–Z interference term in the hadronic
final state is fixed to its predicted SM value in the analysis. The implications of this are
discussed in Section 2.5.3.

The six parameters describing the leptonic and total hadronic cross-sections around the Z
peak are determined exclusively from the measurements of the four LEP collaborations, due to
the large event statistics available and the precise determination of the LEP collision energy. In
the measurement of R0

b and R0
c , however, the greater purity and significantly higher efficiency

which SLD achieved in identifying heavy quarks offset the statistical advantage of LEP, and
yield results with comparable, and in some cases better, precision.

1.5.2 Invisible Width and Number of Neutrinos

If the Z had no invisible width, all partial widths could be determined without knowledge of
the absolute scale of the cross-sections. Not surprisingly, therefore, the measurement of Γinv

is particularly sensitive to the cross-section scale. Assuming lepton universality, and defining
R0

inv = Γinv/Γ!!, Equations 1.44 and 1.45 can be combined to yield

R0
inv =

(

12πR0
!

σ0
hadm

2
Z

) 1
2

− R0
! − (3 + δτ ) , (1.49)

where the dependence on the absolute cross-section scale is explicit.
Assuming that the only invisible Z decays are to neutrinos coupling according to SM expec-

tations, the number of light neutrino generations, Nν , can then be determined by comparing
the measured R0

inv with the SM prediction for Γνν/Γ!!:

R0
inv = Nν

(
Γνν

Γ!!

)

SM
. (1.50)

The strong dependence of the hadronic peak cross-section on Nν is illustrated in Figure 1.13.
The precision ultimately achieved in these measurements allows tight limits to be placed on the
possible contribution of any invisible Z decays originating from sources other than the three
known light neutrino species.

1.5.3 Asymmetry and Polarisation

Additional observables are introduced to describe the cos θ dependent terms in Equation 1.34
as well as effects related to the helicities of the fermions in either the initial or final state. These
observables quantify the parity violation of the neutral current, and therefore differentiate the
vector- and axial-vector couplings of the Z. Their measurement determines sin2 θf

eff .
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Parameter Average Correlations

B(Z → ff) [%]

Without Lepton Universality

qq e+e− µ+µ− τ+τ− bb cc inv

qq 69.967 ± 0.093 1.00

e+e− 3.3632 ± 0.0042 −0.76 1.00

µ+µ− 3.3662 ± 0.0066 0.59 −0.50 1.00

τ+τ− 3.3696 ± 0.0083 0.48 −0.40 0.33 1.00

bb 15.133 ± 0.050 0.40 −0.30 0.24 0.19 1.00

cc 12.04 ± 0.21 0.08 −0.06 0.05 0.04 −0.13 1.00

inv 19.934 ± 0.098 −0.99 0.75 −0.63 −0.54 −0.40 −0.08 1.00

With Lepton Universality

qq "+"− bb cc inv

qq 69.911 ± 0.057 1.00

"+"− 3.3658 ± 0.0023 −0.29 1.00

e+e−, µ+µ−, τ+τ− 10.0899 ± 0.0068 −0.29 1.00

bb 15.121 ± 0.048 0.26 −0.08 1.00

cc 12.03 ± 0.21 0.05 −0.01 −0.16 1.00

inv 20.000 ± 0.055 −0.99 0.18 −0.25 −0.05 1.00

Table 7.2: Z branching fractions, derived from the results of Tables 2.13, 5.10 and 5.11. The
branching fraction denoted as "+"− is that of a single charged massless lepton species. The
branching fraction to invisible particles is fully correlated with the sum of the branching frac-
tions of leptonic and inclusive hadronic decays.

and the corresponding number of light neutrino species is therefore determined to be:

Nν = 2.9840 ± 0.0082 , (7.8)

about 2.0 standard deviations smaller than three, driven by the observed value of Γinv. This
result fixes the number of fermion families with light neutrinos to the observed three. The
decomposition of the error on Nν is given by:

δNν # 10.5
δnhad

nhad
⊕ 3.0

δnlep

nlep
⊕ 7.5

δL
L

, (7.9)

where δnhad/nhad, δnlep/nlep and δL/L denote respectively the total errors on the number n of
selected hadronic and leptonic events, and cross-section scale uncertainties from the luminosity
determination, while ⊕ denotes addition in quadrature. The luminosity theory error of 0.061%
is one of the largest contributions to the total error on the number of neutrinos, causing an
error of 0.0046 on Nν .
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~2 σ

correction is applied for that year. These changes are not visible with the
numbers of digits used in Table 9. The use of the DHMZ (KNT) hadronic
vacuum polarization code instead of that of Jegerlehner would marginally
change N⌫ from 2.9963±0.00074 to 2.9958±0.00074 (2.9954±0.00076). Al-
together, the above effects are responsible for an uncertainty on N⌫ smaller
than ±0.0005, already included in the estimate of Table 9.

7. Conclusions

The modification of the Bhabha cross section and its uncertainty offered
by recent theoretical developments has been quantified for the four experi-
ments operating at LEP at and around the Z pole. The integrated luminosity
at the peak has been found to be underestimated by about 0.048%, a bias
compatible with the theoretical uncertainty of ±0.061% reported at the time
of LEP. When this bias is corrected for – on top of the beam-beam effect
correction reported in Ref. [4] – the number of light neutrino species deter-
mined by the combined LEP experiments from the invisible decay width of
the Z boson is determined to be

N⌫ = 2.9963 ± 0.0074,

instead of the PDG value of 2.9840 ± 0.0082 [1, 47]. The hadronic cross
section at the Z peak and the Z width are also modified and become:

�0
had = 41.4802 ± 0.0325 nb,

�Z = 2.4955 ± 0.0023 GeV.

Correlations between the peak hadronic cross section and the other Z param-
eters are marginally modified, but no other electroweak precision observable
is significantly affected.
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• Z-pole forward backward asymmetry of the b-quark:

✓ Longstanding anomaly in the EW fit:

• Also revisited recently, including:

✓ Reassessment of QCD uncertainties using modern Parton shower simulations 
(Pythia 8)

✓ NNLO (2-loop) massive b-quark corrections

✓ New corrections tend to reduce the discrepancy with the SM (more later)
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Naive W mass combination

• Theorist combination of W mass measurements:

• Combine hadron collider measurements assuming 
common uncertainty of 4.7 MeV

• Combine in an uncorrelated manner with LEP2 result

1515
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W Boson Mass Measurements from Different Experiments

SM expectation: M
W

 = 80,357 ± 4
inputs

 ± 4
theory

 (PDG 2020)
LHCb measurement : M

W
 = 80,354 ± 23

stat
 ± 10

exp
 ± 17

theory
 ± 9
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Figure 13. Measured value of mW compared to those from the ALEPH [62], DELPHI [63], L3 [64],
OPAL [65], CDF [10], D0 [11] and ATLAS [12] experiments. The current prediction of mW from
the global electroweak fit is also included.

W boson decays. A simultaneous fit of the q/pT distribution of W boson decay candidates
and of the φ∗ distribution of Z boson decay candidates is verified to reliably determine
mW . This method has reduced sensitivity to the uncertainties in modelling the W boson
transverse momentum distribution compared to previous determinations of mW at hadron
colliders. The following results are obtained

mW = 80362± 23stat ± 10exp ± 17theory ± 9PDFMeV,

mW = 80350± 23stat ± 10exp ± 17theory ± 12PDFMeV,

mW = 80351± 23stat ± 10exp ± 17theory ± 7PDFMeV,

with the NNPDF3.1, CT18 and MSHT20 PDF sets, respectively. The first uncertainty is
statistical, the second is due to experimental systematic uncertainties, and the third and
fourth are due to uncertainties in the theoretical modelling and the description of the PDFs,
respectively. Treating the three PDF sets equally results in the following arithmetic average

mW = 80354± 23stat ± 10exp ± 17theory ± 9PDFMeV.

This result agrees with the current PDG average of direct measurements [7] and the
indirect prediction from the global EW fit [6], and is compared to previous measurements
in figure 13. This measurement also serves as a first proof-of-principle of a measurement
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(6.5 MeV) and track momentum (2.3 MeV),
on the z coordinate measured in the COT
(0.8 MeV), and on QED radiative corrections
(3.1 MeV). Measurements of the Z boson
mass using the dielectron track momenta,
and comparisons of mass measurements using
radiative and nonradiative electrons, provide
consistent results. The final calibration of the
electron energy is obtained by combining the
E/p-based calibration with the Z → eeð Þmass-
based calibration, taking into account the cor-
related uncertainty on the radiative corrections.
The spectator partons in the proton and

antiproton, as well as the additional (≈3) p!p
interactions in the same collider bunch cross-
ing, contribute visible energy that degrades
the resolution of u

→
. These contributions are

measured from events triggered on inelastic
p!p interactions and random bunch cross-
ings, reproducing the collision environment
of theW and Z boson data. Because there are
no high-pT neutrinos in the Z boson data, the
p
→
T imbalance between thep

→‘‘

T andu
→
inZ → ‘‘

events is used to measure the calorimeter
response to, and resolution of, the initial-
state QCD radiation accompanying boson
production. The simulation of the recoil vector
u
→
also requires knowledge of the distribution of

the energy flow into the calorimeter towers
impacted by the leptons, because these towers
are excluded from the computation of u

→
. This

energy flow ismeasured from theW boson data
using the event-averaged response of towers
separated in azimuth from the lepton direction.

Extracting the W boson mass

Kinematic distributions of background events
passing the event selection are included in
the template fits with their estimated nor-
malizations. The W boson samples contain a
small contamination of background events
arising from QCD jet production with a hadron
misidentified as a lepton, Z → ‘‘ decays with
only one reconstructed lepton,W → tn→ ‘n!nn,
pion and kaon decays in flight to muons (DIF),

and cosmic-ray muons (t, tau lepton; !n, anti-
neutrino). The jet, DIF, and cosmic-ray back-
grounds are estimated from control samples
of data, whereas the Z → ‘‘ and W → tn
backgrounds are estimated from simulation.
Background fractions for the muon (electron)
datasets are evaluated to be 7.37% (0.14%)
from Z → ‘‘ decays, 0.88% (0.94%) from
W → tn decays, 0.01% (0.34%) from jets,
0.20% from DIF, and 0.01% from cosmic rays.
The fit results (Fig. 4) are summarized in

Table 1. The MW fit values are blinded during
analysis with an unknown additive offset in the
range of−50 to 50MeV, in the samemanner as,
but independent of, the value used for blinding
the Z bosonmass fits. As the fits to the different
kinematic variables have different sensitivities
to systematic uncertainties, their consistency
confirms that the sources of systematic uncer-
tainties are well understood. Systematic uncer-
tainties, propagated by varying the simulation
parameters within their uncertainties and re-
peating the fits to these simulated data, are
shown in Table 1. The correlated uncertainty in
the mT (p‘

T , pnT ) fit between the muon and

electron channels is 5.8 (7.9, 7.4)MeV. Themass
fits are stable with respect to variations of the
fitting ranges.
Simulated experiments are used to evaluate

the statistical correlations between fits, which
are found to be 69% (68%) between mT and
p‘T (p

n
T) fit results and 28% between p‘

T and pnT
fit results (43). The six individual MW results
are combined (including correlations) by
means of the best linear unbiased estimator
(66) to obtain MW ¼ 80;433:5 T 9:4MeV ,
with c2/dof = 7.4/5 corresponding to a prob-
ability of 20%. The mT, p‘

T, and pn
T fits in the

electron (muon) channel contribute weights
of 30.0% (34.2%), 6.7% (18.7%), and 0.9%
(9.5%), respectively. The combined result is
shown in Fig. 1, and its associated systematic
uncertainties are shown in Table 2.

Discussion

The dataset used in this analysis is about four
times as large as the one used in the previous
analysis (41, 43). Although the resolution of the
hadronic recoil is somewhat degraded in the
new data because of the higher instantaneous
luminosity, the statistical precision of themea-
surement fromthe larger sample is still improved
by almost a factor of 2. To achieve a commen-
surate reduction in systematic uncertainties, a
number of analysis improvements have been
incorporated, as described in table S1. These im-
provements are based on using cosmic-ray and
collider data inwaysnot employedpreviously to
improve (i) the COT alignment and drift model
and the uniformity of the EM calorimeter re-
sponse, and (ii) the accuracy and robustness of
the detector response and resolution model in
the simulation. Additionally, theoretical inputs
to the analysis have been updated. Upon incor-
porating the improved understanding of PDFs
and track reconstruction, our previousmeasure-
ment is increased by 13.5MeV to 80,400.5MeV;
the consistency of the latter with the new mea-
surement is at the percent probability level.
In conclusion, we report a new measure-

ment of theW bosonmass with the complete
dataset collected by the CDF II detector at the
Fermilab Tevatron, corresponding to 8.8 fb−1

of integrated luminosity. This measurement,
MW ¼ 80;433:5 T 9:4MeV, is more precise
than all previous measurements ofMW com-
bined and subsumes all previous CDF mea-
surements from 1.96-TeV data (38, 39, 41, 43).
A comparison with the SM expectation of
MW ¼ 80;357 T 6MeV (10), treating the quoted
uncertainties as independent, yields a differ-
ence with a significance of 7.0s and suggests
the possibility of improvements to the SM
calculation or of extensions to the SM. This
comparison, along with past measurements, is
shown in Fig. 5. Using the method described
in (45), we obtain a combined Tevatron (CDF
and D0) result of MW ¼ 80;427:4 T 8:9MeV.
Assuming no correlation between the Tevatron
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Fig. 5. Comparison of this CDF
II measurement and past MW

measurements with the SM
expectation. The latter includes
the published estimates of the
uncertainty (4 MeV) due to
missing higher-order quantum
corrections, as well as the
uncertainty (4 MeV) from other
global measurements used as
input to the calculation, such as
mt. c, speed of light in a vacuum.
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Table 2. Uncertainties on the combined
MW result.

Source Uncertainty (MeV)

Lepton energy scale 3.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton energy resolution 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy scale 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Recoil energy resolution 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton efficiency 0.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Lepton removal 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Backgrounds 3.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pZT model 1.8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

pWT =p
Z
T model 1.3

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Parton distributions 3.9
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

QED radiation 2.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

W boson statistics 6.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .

Total 9.4
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .
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Naive W mass combination

• Theorist combination of W mass measurements:

• But this comes from a combination of measurements in significant tension…

• Following the PDG procedure we assume the discrepancy is due to 
unknown/underestimated systematics and inflate error accordingly:
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Standard average scenario

Conservative average scenario
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We assess the impact of the very recent measurement of the top-quark mass by the CMS Col-
laboration [1] on the fit of electroweak data in the Standard Model and beyond, with particular
emphasis on the prediction for the mass of the W boson. We then compare this prediction with the
average of the corresponding experimental measurements including the new measurement by the
CDF Collaboration [2], and discuss its compatibility in the Standard Model, in new physics models
with oblique corrections, and in the dimension-six Standard Model E↵ective Field Theory. Finally,
we present the updated global fit to electroweak precision data in these models.

The mass of the top quark (mt) plays a crucial role in
the study of Standard Model (SM) predictions for pre-
cision observables in the ElectroWeak (EW) and flavour
sectors, since several amplitudes are quadratically sen-
sitive to mt. Indeed, indirect bounds on the top-quark
mass were obtained using EW and flavour observables
well before its direct measurement [3, 4]. Nowadays,
mt gives the dominant parametric uncertainty on several
EW Precision Observables (EWPO) [5], among which is
the W -boson mass (MW ). The posterior from a global
fit omitting or including the experimental information on
mt and MW is reported in Figure 1. (We also show in
the same figure analogous information in the sin2 ✓lepte↵
vs. MW plane.) All posteriors reported in this paper
are obtained from a Bayesian analysis performed with
the HEPfit code [6], using state-of-the-art calculations
for all EWPO1 [7–37]. All inputs used are reported in
Table II, while the theory uncertainties we use are:

�thMW = 4MeV , �th sin
2 ✓W = 5 · 10�5 , (1)

�th�Z = 0.4MeV , �th�
0
had = 6pb ,

�thR
0
`
= 0.006 , �thR

0
c
= 0.00005 , �thR

0
b
= 0.0001 .

From Figure 1 it is evident thatmt andMW are tightly
correlated in the SM, so that experimental improvements
in either one might challenge the validity of the SM and
provide us with precious hints on what kind of New
Physics (NP) might be present at yet unprobed energy
scales. Indeed, this is precisely the situation once the
very recent measurement of mt from the CMS Collabo-
ration [1],

mt = 171.77± 0.38 GeV , (2)

and of MW from the CDF Collaboration [2],

MW = 80.4335± 0.0094 GeV , (3)

1 A thorough description of all elements entering the EWPO global
fit used in this Letter is given in Ref. [5], to which we refer the
reader interested in such details.

are included in the analysis. This Letter is dedicated to
assessing the impact of these measurements in the SM
and in several parametrizations of physics beyond the
SM.
Let us first consider the impact of the new measure-

ment of mt in Eq. (2). Following Ref. [5], we combine
the 2016 Tevatron combination [38], the 2015 CMS Run
1 combination [39], the combination of ATLAS Run 1
results in Ref. [40], the CMS Run 2 measurements in
the dilepton, lepton+jets, all-jet and single-top channels
[1, 41–43] and the ATLAS Run 2 result from the lep-
ton+jet channel [44], assuming the linear correlation co-
e�cient between two systematic uncertainties to be writ-
ten as ⇢sys

ij
= min

�
�sys
i

,�sys
j

 
/max

�
�sys
i

,�sys
j

 
. In this

way we obtain a new average (compared to Ref. [5]) given
by:

mt = 171.79± 0.38 GeV , (4)

where the uncertainty is dominated, as expected, by the
very recent CMS measurement. However, since this av-
erage does not take into account the tensions between
individual measurements, we also consider a conservative
average in which the error is inflated to 1 GeV.
For the W -boson mass, we compute the average of all

the existing measurements from LEP 2, the Tevatron,
and the LHC. The new measurement from CDF gives,
when combined with the D0 one, a Tevatron combina-
tion of (80.427 ± 0.0089) GeV [2]. This was combined
with the LHC ATLAS [45] and LHCb [46] measurements
assuming a common systematic uncertainty of 4.7 MeV,
corresponding to the CDF uncertainty from PDF and
QED radiation. The resulting number is combined in
an uncorrelated manner with the LEP2 determination,
obtaining as new average:2

MW = 80.4133± 0.0080 GeV. (5)

2 We observe that the result of the combination does not depend
strongly on the value of the common uncertainty between 0 and
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Naive Top mass combination
• Theorist combination of Top quark measurements:
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Comparison to prior mtmeasurements
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* Preliminary

WGtopLHC
March 2022

World comb. (Mar 2014) [2]
stat
total uncertainty

total  stat

 syst)± total (stat ± topm        Ref.s
WGtopLHCLHC comb. (Sep 2013) 7 TeV  [1] 0.88)± 0.95 (0.35 ±173.29 

World comb. (Mar 2014) 1.96-7 TeV  [2] 0.67)± 0.76 (0.36 ±173.34 
ATLAS, l+jets 7 TeV  [3] 1.02)± 1.27 (0.75 ±172.33 
ATLAS, dilepton 7 TeV  [3] 1.30)± 1.41 (0.54 ±173.79 
ATLAS, all jets 7 TeV  [4] 1.2)± 1.8 (1.4 ±175.1 
ATLAS, single top 8 TeV  [5] 2.0)± 2.1 (0.7 ±172.2 
ATLAS, dilepton 8 TeV  [6] 0.74)± 0.85 (0.41 ±172.99 
ATLAS, all jets 8 TeV  [7] 1.01)± 1.15 (0.55 ±173.72 
ATLAS, l+jets 8 TeV  [8] 0.82)± 0.91 (0.39 ±172.08 
ATLAS comb. (Oct 2018) 7+8 TeV  [8] 0.41)± 0.48 (0.25 ±172.69 
ATLAS, leptonic invariant mass (*) 13 TeV  [9] 0.67)± 0.78 (0.40 ±174.48 
CMS, l+jets 7 TeV  [10] 0.97)± 1.06 (0.43 ±173.49 
CMS, dilepton 7 TeV  [11] 1.46)± 1.52 (0.43 ±172.50 
CMS, all jets 7 TeV  [12] 1.23)± 1.41 (0.69 ±173.49 
CMS, l+jets 8 TeV  [13] 0.48)± 0.51 (0.16 ±172.35 
CMS, dilepton 8 TeV  [13] 1.22)± 1.23 (0.19 ±172.82 
CMS, all jets 8 TeV  [13] 0.59)± 0.64 (0.25 ±172.32 
CMS, single top 8 TeV  [14] 0.95)± 1.22 (0.77 ±172.95 
CMS comb. (Sep 2015) 7+8 TeV  [13] 0.47)± 0.48 (0.13 ±172.44 
CMS, l+jets 13 TeV  [15] 0.62)± 0.63 (0.08 ±172.25 
CMS, dilepton 13 TeV  [16] 0.69)± 0.70 (0.14 ±172.33 
CMS, all jets 13 TeV  [17] 0.70)± 0.73 (0.20 ±172.34 
CMS, single top 13 TeV  [18] 0.70)± 0.77 (0.32 ±172.13 
CMS, boosted jet mass 13 TeV  [19] 2.4)± 2.5 (0.4 ±172.6 
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We also include Tevatron combination:

We combine these measurements  
assuming systematics correlated by
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We assess the impact of the very recent measurement of the top-quark mass by the CMS Col-
laboration [1] on the fit of electroweak data in the Standard Model and beyond, with particular
emphasis on the prediction for the mass of the W boson. We then compare this prediction with the
average of the corresponding experimental measurements including the new measurement by the
CDF Collaboration [2], and discuss its compatibility in the Standard Model, in new physics models
with oblique corrections, and in the dimension-six Standard Model E↵ective Field Theory. Finally,
we present the updated global fit to electroweak precision data in these models.

The mass of the top quark (mt) plays a crucial role in
the study of Standard Model (SM) predictions for pre-
cision observables in the ElectroWeak (EW) and flavour
sectors, since several amplitudes are quadratically sen-
sitive to mt. Indeed, indirect bounds on the top-quark
mass were obtained using EW and flavour observables
well before its direct measurement [3, 4]. Nowadays,
mt gives the dominant parametric uncertainty on several
EW Precision Observables (EWPO) [5], among which is
the W -boson mass (MW ). The posterior from a global
fit omitting or including the experimental information on
mt and MW is reported in Figure 1. (We also show in
the same figure analogous information in the sin2 ✓lepte↵
vs. MW plane.) All posteriors reported in this paper
are obtained from a Bayesian analysis performed with
the HEPfit code [6], using state-of-the-art calculations
for all EWPO1 [7–37]. All inputs used are reported in
Table II, while the theory uncertainties we use are:

�thMW = 4MeV , �th sin
2 ✓W = 5 · 10�5 , (1)

�th�Z = 0.4MeV , �th�
0
had = 6pb ,

�thR
0
`
= 0.006 , �thR

0
c
= 0.00005 , �thR

0
b
= 0.0001 .

From Figure 1 it is evident thatmt andMW are tightly
correlated in the SM, so that experimental improvements
in either one might challenge the validity of the SM and
provide us with precious hints on what kind of New
Physics (NP) might be present at yet unprobed energy
scales. Indeed, this is precisely the situation once the
very recent measurement of mt from the CMS Collabo-
ration [1],

mt = 171.77± 0.38 GeV , (2)

and of MW from the CDF Collaboration [2],

MW = 80.4335± 0.0094 GeV , (3)

1 A thorough description of all elements entering the EWPO global
fit used in this Letter is given in Ref. [5], to which we refer the
reader interested in such details.

are included in the analysis. This Letter is dedicated to
assessing the impact of these measurements in the SM
and in several parametrizations of physics beyond the
SM.
Let us first consider the impact of the new measure-

ment of mt in Eq. (2). Following Ref. [5], we combine
the 2016 Tevatron combination [38], the 2015 CMS Run
1 combination [39], the combination of ATLAS Run 1
results in Ref. [40], the CMS Run 2 measurements in
the dilepton, lepton+jets, all-jet and single-top channels
[1, 41–43] and the ATLAS Run 2 result from the lep-
ton+jet channel [44], assuming the linear correlation co-
e�cient between two systematic uncertainties to be writ-
ten as ⇢sys

ij
= min

�
�sys
i

,�sys
j

 
/max

�
�sys
i

,�sys
j

 
. In this

way we obtain a new average (compared to Ref. [5]) given
by:

mt = 171.79± 0.38 GeV , (4)

where the uncertainty is dominated, as expected, by the
very recent CMS measurement. However, since this av-
erage does not take into account the tensions between
individual measurements, we also consider a conservative
average in which the error is inflated to 1 GeV.
For the W -boson mass, we compute the average of all

the existing measurements from LEP 2, the Tevatron,
and the LHC. The new measurement from CDF gives,
when combined with the D0 one, a Tevatron combina-
tion of (80.427 ± 0.0089) GeV [2]. This was combined
with the LHC ATLAS [45] and LHCb [46] measurements
assuming a common systematic uncertainty of 4.7 MeV,
corresponding to the CDF uncertainty from PDF and
QED radiation. The resulting number is combined in
an uncorrelated manner with the LEP2 determination,
obtaining as new average:2

MW = 80.4133± 0.0080 GeV. (5)

2 We observe that the result of the combination does not depend
strongly on the value of the common uncertainty between 0 and
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LHC relevant observables for the EW fit
• Apart from the Higgs, Top and W mass, the LHC contributes to the EW fit with 

several observables that become relevant, in particular, to test fermion 
universality of EW interactions 

• Ratios of W and Z decays (tests of lepton universality), e.g.  ATLAS: 
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Model Pred. Ab,0
FB Pull Pred. Ab,0

FB Pull
standard average conservative average

SM 0.10337± 0.00032 �2.3 � 0.10325± 0.00034 �2.2 �

Table 3: Predictions and pulls for MW in the SM, in the oblique NP models and in the SMEFT,
using the standard and conservative averaging scenarios. The predictions are obtained without
using the experimental information on MW . See text for more details.

BRW!e⌫

BRW!µ⌫

���
ATLAS

= 0.997 ± 0.010 (2)

BRZ!ee

BRZ!µµ

���
ATLAS

= 1.0026 ± 0.005 (3)

BRZ!ee

BRZ!µµ

���
LEP/SLD

= 0.9991 ± 0.0028 (4)

Operator O
(1)
�l O

(3)
�l O�e O

(1)
�q O

(3)
�q

Ci
⇤2 [TeV�2] �0.003± 0.004 �0.016± 0.003 0.004± 0.005 0.019± 0.018 0.007± 0.006

Operator O�u O�d O�WB O�D Oll
Ci
⇤2 [TeV�2] 0.037± 0.039 �0.084± 0.053 �0.012± 0.002 �0.034± 0.005 0.024± 0.0058

Table 4:

⇢sys
ij =

min(�sys
i ,�sys

j )

max(�sys
i ,�sys

j )
(5)

�2

nd.o.f .
= 3.59 (6)

�2

nd.o.f .
= 1.00 (7)

�MW

MW
= � 2s2

c2�s2

⇣
C(3)

�l +
c2

4s2
C�D +

c
s
C�WB � 1

2
Cll

⌘
v2

⇤2 (8)

S =
1

12⇡
(1 � c2V ) log

⇤2

m2
h

(9)

T = � 3
16⇡c2w

(1 � c2V ) log
⇤2

m2
h

(10)

⇤ = � 4⇡vq
|1�c2V |

(11)

�gh
gh

⇠ M2
h

�M2
h

⌘ " (12)

(�†i
$

Dµ�)(ui
R�

µui
R) (13)

2

Model Pred. Ab,0
FB Pull Pred. Ab,0

FB Pull
standard average conservative average

SM 0.10337± 0.00032 �2.3 � 0.10325± 0.00034 �2.2 �

Table 3: Predictions and pulls for MW in the SM, in the oblique NP models and in the SMEFT,
using the standard and conservative averaging scenarios. The predictions are obtained without
using the experimental information on MW . See text for more details.

BRW!e⌫

BRW!µ⌫

���
ATLAS

= 0.997 ± 0.010 (2)

BRZ!ee

BRZ!µµ

���
ATLAS

= 1.0026 ± 0.005 (3)

BRZ!ee

BRZ!µµ

���
LEP/SLD

= 0.9991 ± 0.0028 (4)

Operator O
(1)
�l O

(3)
�l O�e O

(1)
�q O

(3)
�q

Ci
⇤2 [TeV�2] �0.003± 0.004 �0.016± 0.003 0.004± 0.005 0.019± 0.018 0.007± 0.006

Operator O�u O�d O�WB O�D Oll
Ci
⇤2 [TeV�2] 0.037± 0.039 �0.084± 0.053 �0.012± 0.002 �0.034± 0.005 0.024± 0.0058

Table 4:

⇢sys
ij =

min(�sys
i ,�sys

j )

max(�sys
i ,�sys

j )
(5)

�2

nd.o.f .
= 3.59 (6)

�2

nd.o.f .
= 1.00 (7)

�MW

MW
= � 2s2

c2�s2

⇣
C(3)

�l +
c2

4s2
C�D +

c
s
C�WB � 1

2
Cll

⌘
v2

⇤2 (8)

S =
1

12⇡
(1 � c2V ) log

⇤2

m2
h

(9)

T = � 3
16⇡c2w

(1 � c2V ) log
⇤2

m2
h

(10)

⇤ = � 4⇡vq
|1�c2V |

(11)

�gh
gh

⇠ M2
h

�M2
h

⌘ " (12)

(�†i
$

Dµ�)(ui
R�

µui
R) (13)

2

Model Pred. Ab,0
FB Pull Pred. Ab,0

FB Pull
standard average conservative average

SM 0.10337± 0.00032 �2.3 � 0.10325± 0.00034 �2.2 �

Table 3: Predictions and pulls for MW in the SM, in the oblique NP models and in the SMEFT,
using the standard and conservative averaging scenarios. The predictions are obtained without
using the experimental information on MW . See text for more details.

BRW!e⌫

BRW!µ⌫

���
ATLAS

= 0.997 ± 0.010 (2)

BRZ!ee

BRZ!µµ

���
ATLAS

= 1.0026 ± 0.005 (3)

BRZ!ee

BRZ!µµ

���
LEP/SLD

= 0.9991 ± 0.0028 (4)

Operator O
(1)
�l O

(3)
�l O�e O

(1)
�q O

(3)
�q

Ci
⇤2 [TeV�2] �0.003± 0.004 �0.016± 0.003 0.004± 0.005 0.019± 0.018 0.007± 0.006

Operator O�u O�d O�WB O�D Oll
Ci
⇤2 [TeV�2] 0.037± 0.039 �0.084± 0.053 �0.012± 0.002 �0.034± 0.005 0.024± 0.0058

Table 4:

⇢sys
ij =

min(�sys
i ,�sys

j )

max(�sys
i ,�sys

j )
(5)

�2

nd.o.f .
= 3.59 (6)

�2

nd.o.f .
= 1.00 (7)

�MW

MW
= � 2s2

c2�s2

⇣
C(3)

�l +
c2

4s2
C�D +

c
s
C�WB � 1

2
Cll

⌘
v2

⇤2 (8)

S =
1

12⇡
(1 � c2V ) log

⇤2

m2
h

(9)

T = � 3
16⇡c2w

(1 � c2V ) log
⇤2

m2
h

(10)

⇤ = � 4⇡vq
|1�c2V |

(11)

�gh
gh

⇠ M2
h

�M2
h

⌘ " (12)

(�†i
$

Dµ�)(ui
R�

µui
R) (13)

2

Even for NC,  
precision similar  

to LEP/SLD

ATLAS, Eur. Phys. J. C 77 (2017) 367

-µ+µ →* γZ/
fidσ / -e+ e→* γZ/

fidσ = ZR
0.95 1 1.05

ν±
µ 

→ ±
Wfid
σ

 / ν±
 e

→ ±
Wfid
σ

 =
 

WR

0.95

1

1.05
ATLAS

Data
-W+ W→ -e+ LEP eWR

 Z→ -e+ LEP+SLD eZR

Standard Model

-1 = 7 TeV, 4.6 fbs

Figure 16: Measurement of the electron-to-muon cross-section ratios for the W and Z production, RW and RZ . The
orange and blue, shaded bands represent the combination of the ratios of electron and muon branching fractions
for on-shell W and Z production as obtained at the e+e� colliders LEP and SLC [88, 90]. The green shaded
ellipse represents the 68% CL for the correlated measurement of RW and RZ , while the black error bars give the
one-dimensional standard deviation. The SM expectation of RW = RZ = 1 is indicated with an open circle.

5.4 Combination of cross sections

5.4.1 Combination procedure

The W± ! `⌫ and Z/�⇤ ! `` cross-section measurements are performed in both the electron and muon
decay channels. Assuming lepton universality, this provides a cross-check of experimental consistency
and, as described later in this section, a means to improve the measurements when accounting for correl-
ated and uncorrelated experimental uncertainties in the combination of the e and µ channel measurements.
Correlations arise from the use of electrons, muons, or Emiss

T reconstructed in the same way for di↵erent
channels, but also due to similar or identical analysis techniques, e.g. in the background estimation. The
method used to combine the cross-section data was also applied in the previous inclusive W, Z cross-
section measurement [1]. It was introduced for the combination of HERA cross-section measurements in
Refs. [95, 96].

The combination procedure minimizes the deviation of the combined measurement �i
comb in a kinematic

interval i from the input measurements �i
k, where k = 1, 2 denotes the electron and muon measurements.

This is achieved by allowing the contributions b j of the correlated uncertainty sources j to shift, where
b j is expressed in units of standard deviations. The procedure requires as input a list of �i

j,k values that
specify the influence of the correlated uncertainty source j on the measurement i in the data set k. The
relative data statistical and uncorrelated systematic uncertainties are given by �ista,k and �iunc,k, respectively.
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Fig. 4: Allowed regions (at 95% CL) for four pairs of corrections of the Z couplings to light quarks.
In each case, only that pair of corrections is different from zero, the rest are given by their SM
values. Note the scale is different in each panel.
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The comparison of the D0 limits with the LHC+LEP results of Eq. (4.12) is complicated
because one has to compare marginalized bounds and correlations. The former are more
stringent in the D0+LEP case, but the latter are higher in the LHC+LEP case, which
reflects the fact that the LHC constrains a specific combination much strongly than D0.
This means that both LHC and D0 measurements of the AFB asymmetries bring relevant
information to the global fit, although for simple scenarios the LHC will typically have a
more important effect, as shown in Fig. 1, Fig. 2 (right panel) and Fig. 4.

However, several caveats should be made concerning the D0 extractions. First, the
limits will slightly weaken if one only uses the AFB measurement at the Z pole. Since D0
does not study the dependence of the FB asymmetry with the dilepton rapidity, there is
only one measurement at the Z pole. Thus, one will be able to probe only one combination
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LHC relevant observables for the EW fit
• Apart from the Higgs, Top and W mass, the LHC contributes to the EW fit with 

several observables that become relevant, in particular, to test fermion 
universality of EW interactions 

• LHC forward-backward asymmetry in Drell-Yan (for quark non-universal fit)
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Table 2: W pole observables. The experimental errors of the observables not separated
by horizontal lines are correlated, which is taken into account in the fit.

Observable Experimental value SM prediction
mW [GeV] 80.379± 0.012 [9] 80.356

�W [GeV] 2.085± 0.042 [9] 2.088

Br(W ! e⌫) 0.1071± 0.0016 [5] 0.1082

Br(W ! µ⌫) 0.1063± 0.0015 [5] 0.1082

Br(W ! ⌧⌫) 0.1138± 0.0021 [5] 0.1081

Br(W ! µ⌫)/Br(W ! e⌫) 0.982± 0.024 [32] 1.000

Br(W ! µ⌫)/Br(W ! e⌫) 1.020± 0.019 [12] 1.000

Br(W ! µ⌫)/Br(W ! e⌫) 1.003± 0.010 [13] 1.000

Br(W ! ⌧⌫)/Br(W ! e⌫) 0.961± 0.061 [9, 31] 0.999

Br(W ! ⌧⌫)/Br(W ! µ⌫) 0.992± 0.013 [14] 0.999

RWc ⌘
�(W!cs)

�(W!ud)+�(W!cs) 0.49± 0.04 [9] 0.50

For the couplings involving strange, charm and bottom quarks, we obtain

�gZs

L = (1.3± 4.1)⇥ 10�2, �gZs

R = (2.2± 5.6)⇥ 10�2, (3.5)
�gZc

L = (�1.3± 3.7)⇥ 10�3, �gZc

R = (�3.2± 5.4)⇥ 10�3, (3.6)
�gZb

L = (3.1± 1.7)⇥ 10�3, �gZb

R = (21.8± 8.8)⇥ 10�3 . (3.7)

The data also constrain the SMEFT corrections to the W mass: �mw = (2.9± 1.6)⇥ 10�4.
We see that the Z and W pole observables in Tables 1 and 2 simultaneously constrain all
leptonic and heavy quark vertex corrections with (typically) per mille level accuracy. On the
other hand, they cannot simultaneously constrain all light quark vertex corrections; in fact,
only 3 linear combinations of �gZu

L
, �gZu

R
, �gZd

L
and �gZd

R
are probed by these observables.

It is possible to show that the linear combination

�gZu

L + �gZd

L +
3g2

L
� g2

Y

4g2
Y

�gZu

R +
3g2

L
+ g2

Y

2g2
Y

�gZd

R (3.8)

is not probed at all by the observables in Tables 1 and 2. In other words, it is a flat
direction in the O(⇤�2) EFT fit. In order to characterize the constraints on the light quark
couplings, it is convenient to introduce new variables x, y, z, t related by a rotation to the
light quark vertex corrections:
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LEP/SLD Z-pole observables blind to a particular  
direction of light-quark couplings

to studying the tree-level SMEFT corrections, in which case the transverse momentum of
the incoming quarks is zero.

All in all, once these changes are implemented, Eq. (4.1) transforms into [42]:

d�pp (Y, ŝ, cos ✓⇤)

dY dŝ d cos ✓⇤
/

X

q=u,d,s,c,b

h
�̂even

qq (ŝ, cos ✓⇤) +Dqq (Y, ŝ) �̂
odd

qq (ŝ, cos ✓⇤)
i
Fqq (Y, ŝ) , (4.4)

where Y is the rapidity of the dilepton center-of-mass system, Fqq (Y, ŝ) is called the
parton factor and Dqq (Y, ŝ) is the dilution factor to which we alluded previously. They
depend on the PDFs as:

Fqq (Y, ŝ) = fq
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r
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s
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s
, ŝ
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, (4.5)

Dqq (Y, ŝ) =

fq
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e+|Y |

q
ŝ

s
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fq
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e�|Y |

q
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s
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� fq
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q
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s
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q
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s
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Fqq (ŝ, Y )
,(4.6)

where s is the proton-proton invariant mass. Using this hadronic differential cross-section,
the FB asymmetry is defined as:

AFB (Y, ŝ) =
�F (Y, ŝ)� �B (Y, ŝ)

�F (Y, ŝ) + �B (Y, ŝ)
, (4.7)

where the forward and backward cross-sections, �F and �B, are obtained by integrating
the differential cross section over the positive and negative values of cos ✓⇤, respectively. It
should also be noted that, to calculate AFB integrated over the Y and ŝ bins, one should
integrate independently �F and �B and then calculate the integrated AFB from that input.

The dependence of the asymmetry on the invariant mass and rapidity of the dilepton
system effectively increase the number of independent observables at our disposal. In this
work we restrict to the dilepton masses close to the Z peak, so that contributions from
4-fermion operators can be neglected and only vertex corrections need to be considered.
Corrections to the leptonic Z couplings can also be neglected, due to the very stringent
LEP-1 constraints shown in Eq. (3.4). The effects due to the vertex correction involving
the s, b and c are suppressed by the small PDFs of the heavy quarks in the proton, and again
can be neglected given the LEP-1 constraints. Using measurements of the asymmetry at
different rapidity bins, we will be able to probe different combinations of Zqq couplings. In
principle, four distinct rapidity bins are enough to disentangle all four �gZd/Zu

L/R
corrections,

although this may be hindered in practice by large correlations between the bins, as we will
see in the following.
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Can be resolved including  
the LHC Drell-Yan FB asymmetry  

as a function of the dilepton rapidity Y 
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• General High Energy Physics fitting tool to combine indirect and 
direct searches of new physics (available under GPL on GitHub)

• Webpage:

fit
1

HEP

https://github.com/silvest/HEPfit

http://hepfit.roma1.infn.it
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• EWPO implemented using the state-of-the-art of theory calculations:

✓           : Only EW one loop       

✓           : Full EW 2-loop + leading 3-loop & some 4-loop

✓                     (light ferm): Full EW 2-loop + leading higher order 

✓           : Full fermionic EW 2-loop

✓                    : Full 2-loop bosonic corrections

✓ Leading 3-loop fermionic corrections   

• Experimental vs. Theoretical uncertainties:

9 Electroweak Observables

EWPD:

MW , ΓW , MZ, ΓZ, σ0
had, sin2 θleptEff , P pol

τ , Af , A0,f
FB, R0

f

EWPD:
MW , ΓW , Br"νW

MZ, ΓZ, σ0
had, sin2 θleptEff , P pol

τ , Af , A0,f
FB, R0

f

Low Energy observables:

Parity Violation: QW (13355 Cs, 205
81 Tl), QW (e)(Møller)

ν scatt. : gV,A(νµe), g2
L,R(νµN)

CKM unitarity :
∑

i |Vui|2

LEP 2 data:

σ(e+e− → $+$−,had), A"+"−

FB , dσe+e−→e+e−

d cos θ

Higgs signal strengths:

H → γγ, ZZ, W+W−, bb̄, τ+τ−

LHC Drell-Yan
σ(pp → $+$−)

LHC Dijet
σ(pp → jj)
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Electroweak precision tests Ayres Freitas

MW GZ s0
had Rb sin2 q `

eff
Exp. error 15 MeV 2.3 MeV 37 pb 6.6⇥10�4 1.6⇥10�4

Theory error 4 MeV 0.5 MeV 6 pb 1.5⇥10�4 0.5⇥10�4

Table 1: Current experimental errors and theory uncertainties for the SM prediction of some of the most
important electroweak precision observables. Here Rb ⌘ G[Z ! bb̄]/G[Z ! hadrons].

2. Z-boson width at two loops

As a concrete example for the electroweak two-loop corrections to electroweak precision ob-
servables, this section will discuss the calculation of the O(Nf a2) contribution to the (partial)
Z-boson width(s). The total Z-width is defined through the imaginary part of the complex pole of
the Z-boson propagator,

s0 = M2
Z � iMZGZ. (2.1)

This definition leads to a Breit-Wigner function with constant width near the Z-pole, s µ
|s� s0|�2 = [(s�M2

Z)
2 +M2

ZG2
Z]

�1. Note that this differs from the Breit-Wigner function with
a running width used in the experimental analyses, so that one has to include a finite shift when
relating MZ and GZ to the reported measured values:

MZ = Mexp
Z �34.1 MeV, GZ = Gexp

Z �0.9 MeV. (2.2)

Expanding (2.1) up to next-to-next-to-leading order (NNLO) and using the power counting GZ ⇠
O(a)MZ, the result for GZ can be written as [8]1

GZ =
1

MZ
ImSZ(s0) =

1
MZ


ImSZ

1+ReS0
Z

�

s=M2
Z

+O(G3
Z), (2.3)

where SZ is the Z self-energy. Using the optical theorem, the imaginary part of the self-energy can
be related to the decay process Z ! f f̄ , resulting in

GZ = Â
f

G f , G f =
N f

c MZ

12p
⇥
R

f
V F f

V +R
f
AF f

A
⇤

s=M2
Z
, F f

V ⇡
|v f |2

1+ReS0
Z
, F f

A ⇡
|a f |2

1+ReS0
Z
, (2.4)

where N f
c = 3(1) for quarks (leptons). Here the functions R

f
V,A have been introduced, which capture

effects from final-state QED and QCD corrections. They are known up to O(a4
s ), O(aas) and

O(a2) in the limit of massless fermions, while mass corrections are known up to three-loop order
[10]. The electroweak corrections are contained in S0

Z and the effective Z f f̄ vector and axial-vector
couplings v f and a f . Note that v f and a f include contributions from photon-Z mixing. Eq. (2.4) is
accurate up to NNLO.

For the calculation of the fermionic electroweak O(a2) corrections, Feynman diagrams have
been generated with FeynArts 3.3 [11]. In addition to the diagrams for the Z ! f f̄ vertex cor-
rections, one also needs two-loop self-energy diagrams for the on-shell renormalization [12]. In
the on-shell renormalization scheme used here, particle masses are defined through the (complex)

1Here a term µ ImS00
Z has been omitted, since ImS00

Z = 0 at leading order for massless final-state fermions.
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1 Equations

MH range in plots
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E↵ective b angle
sin2 ✓b

E↵ (2)

Combinations depending on STU:
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• Fit methodology:

✓ Bayesian Statistical approach using the built-in             interface with the 
Bayesian Analysis Toolkit  

✓ SM theoretical uncertainties are included in the fits. Treated as nuisance 
parameters and marginalized over:

✓ Results expressed in terms of the mean and variance of the posterior 
predictive from the fit
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Table 1: Current experimental errors and theory uncertainties for the SM prediction of some of the most
important electroweak precision observables. Here Rb ⌘ G[Z ! bb̄]/G[Z ! hadrons].
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Z-boson width(s). The total Z-width is defined through the imaginary part of the complex pole of
the Z-boson propagator,

s0 = M2
Z � iMZGZ. (2.1)

This definition leads to a Breit-Wigner function with constant width near the Z-pole, s µ
|s� s0|�2 = [(s�M2

Z)
2 +M2

ZG2
Z]

�1. Note that this differs from the Breit-Wigner function with
a running width used in the experimental analyses, so that one has to include a finite shift when
relating MZ and GZ to the reported measured values:

MZ = Mexp
Z �34.1 MeV, GZ = Gexp

Z �0.9 MeV. (2.2)

Expanding (2.1) up to next-to-next-to-leading order (NNLO) and using the power counting GZ ⇠
O(a)MZ, the result for GZ can be written as [8]1

GZ =
1

MZ
ImSZ(s0) =

1
MZ


ImSZ

1+ReS0
Z

�

s=M2
Z

+O(G3
Z), (2.3)

where SZ is the Z self-energy. Using the optical theorem, the imaginary part of the self-energy can
be related to the decay process Z ! f f̄ , resulting in

GZ = Â
f

G f , G f =
N f

c MZ

12p
⇥
R

f
V F f

V +R
f
AF f

A
⇤

s=M2
Z
, F f

V ⇡
|v f |2

1+ReS0
Z
, F f

A ⇡
|a f |2

1+ReS0
Z
, (2.4)

where N f
c = 3(1) for quarks (leptons). Here the functions R

f
V,A have been introduced, which capture

effects from final-state QED and QCD corrections. They are known up to O(a4
s ), O(aas) and

O(a2) in the limit of massless fermions, while mass corrections are known up to three-loop order
[10]. The electroweak corrections are contained in S0

Z and the effective Z f f̄ vector and axial-vector
couplings v f and a f . Note that v f and a f include contributions from photon-Z mixing. Eq. (2.4) is
accurate up to NNLO.

For the calculation of the fermionic electroweak O(a2) corrections, Feynman diagrams have
been generated with FeynArts 3.3 [11]. In addition to the diagrams for the Z ! f f̄ vertex cor-
rections, one also needs two-loop self-energy diagrams for the on-shell renormalization [12]. In
the on-shell renormalization scheme used here, particle masses are defined through the (complex)

1Here a term µ ImS00
Z has been omitted, since ImS00

Z = 0 at leading order for massless final-state fermions.
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• SM EW fit results: Different fits to study the consistency between SM/EWPD3

Measurement Posterior Indirect/Prediction Pull Full Indirect Pull Full Prediction Pull
↵s(MZ) 0.1177± 0.0010 0.11762± 0.00095 0.11685± 0.00278 0.3 0.12181± 0.00470 �0.8 0.1177± 0.0010 �

[0.11576, 0.11946] [0.11145, 0.12233] [0.1126, 0.1310] [0.1157, 0.1197]

�↵(5)
had(MZ) 0.02766± 0.00010 0.027535± 0.000096 0.026174± 0.000334 4.3 0.028005± 0.000675 �0.5 0.02766± 0.00010 �

[0.027349, 0.027726] [0.025522, 0.026826] [0.02667, 0.02932] [0.02746, 0.02786]
MZ [GeV] 91.1875± 0.0021 91.1911± 0.0020 91.2314± 0.0069 �6.1 91.2108± 0.0390 �0.6 91.1875± 0.0021 �

[91.1872, 91.1950] [91.2178, 91.2447] [91.136, 91.288] [91.1834, 91.1916]
mt [GeV] 171.79± 0.38 172.36± 0.37 181.45± 1.49 �6.3 187.58± 9.52 �1.7 171.80± 0.38 �

[171.64, 173.09] [178.53, 184.42] [169.1, 206.1] [171.05, 172.54]
mH [GeV] 125.21± 0.12 125.20± 0.12 93.36± 4.99 4.3 247.98± 125.35 �0.9 125.21± 0.12 �

[124.97, 125.44] [82.92, 102.89] [100.8, 640.4] [124.97, 125.45]
MW [GeV] 80.4133± 0.0080 80.3706± 0.0045 80.3499± 0.0056 6.5 80.4129± 0.0080 0.1 80.3496± 0.0057 6.5

[80.3617, 80.3794] [80.3391, 80.3610] [80.3973, 80.4284] [80.3386, 80.3608]
�W [GeV] 2.085± 0.042 2.08903± 0.00053 2.08902± 0.00052 �0.1 2.09430± 0.00224 �0.2 2.08744± 0.00059 0.0

[2.08800, 2.09006] [2.08799, 2.09005] [2.0900, 2.0988] [2.08627, 2.08859]

sin2 ✓lepte↵ (Qhad
FB ) 0.2324± 0.0012 0.231471± 0.000055 0.231469± 0.000056 0.8 0.231460± 0.000138 0.8 0.231558± 0.000062 0.7

[0.231362, 0.231580] [0.231361, 0.231578] [0.23119, 0.23173] [0.231436, 0.231679]
P pol
⌧ = A` 0.1465± 0.0033 0.14742± 0.00044 0.14744± 0.00044 �0.3 0.14750± 0.00108 �0.3 0.14675± 0.00049 �0.1

[0.14656, 0.14827] [0.14657, 0.14830] [0.1454, 0.1496] [0.14580, 0.14770]
�Z [GeV] 2.4955± 0.0023 2.49455± 0.00065 2.49437± 0.00068 0.5 2.49530± 0.00204 0.0 2.49397± 0.00068 0.6

[2.49329, 2.49581] [2.49301, 2.49569] [2.4912, 2.4993] [2.49262, 2.49531]
�0
h [nb] 41.480± 0.033 41.4892± 0.0077 41.4914± 0.0080 �0.3 41.4613± 0.0303 0.4 41.4923± 0.0080 �0.4

[41.4741, 41.5041] [41.4757, 41.5070] [41.402, 41.521] [41.4766, 41.5081]
R0

` 20.767± 0.025 20.7487± 0.0080 20.7451± 0.0087 0.8 20.7587± 0.0217 0.2 20.7468± 0.0087 0.7
[20.7329, 20.7645] [20.7281, 20.7621] [20.716, 20.801] [20.7298, 20.7637]

A0,`
FB 0.0171± 0.0010 0.016300± 0.000095 0.016291± 0.000096 0.8 0.016316± 0.000240 0.8 0.01615± 0.00011 1.0

[0.016111, 0.016487] [0.016102, 0.016480] [0.01585, 0.01679] [0.01594, 0.01636]
A` (SLD) 0.1513± 0.0021 0.14742± 0.00044 0.14745± 0.00045 1.8 0.14750± 0.00108 1.6 0.14675± 0.00049 2.1

[0.14656, 0.14827] [0.14656, 0.14834] [0.1454, 0.1496] [0.14580, 0.14770]
R0

b 0.21629± 0.00066 0.215892± 0.000100 0.215886± 0.000102 0.6 0.215413± 0.000364 1.2 0.21591± 0.00010 0.6
[0.215696, 0.216089] [0.215688, 0.216086] [0.21469, 0.21611] [0.21571, 0.21611]

R0
c 0.1721± 0.0030 0.172198± 0.000054 0.172197± 0.000054 �0.1 0.172404± 0.000183 �0.1 0.172189± 0.000054 �0.1

[0.172093, 0.172302] [0.172094, 0.172303] [0.17206, 0.17278] [0.172084, 0.172295]
A0,b

FB 0.0996± 0.0016 0.10335± 0.00030 0.10337± 0.00032 �2.3 0.10338± 0.00077 �2.1 0.10288± 0.00034 �2.0
[0.10276, 0.10396] [0.10275, 0.10400] [0.10189, 0.10490] [0.10220, 0.10354]

A0,c
FB 0.0707± 0.0035 0.07385± 0.00023 0.07387± 0.00023 �0.9 0.07392± 0.00059 �0.9 0.07348± 0.00025 �0.8

[0.07341, 0.07430] [0.07341, 0.07434] [0.07275, 0.07507] [0.07298, 0.07398]
Ab 0.923± 0.020 0.934770± 0.000039 0.934772± 0.000040 �0.6 0.934593± 0.000166 �0.6 0.934721± 0.000041 �0.6

[0.934693, 0.934847] [0.934693, 0.934849] [0.93426, 0.93491] [0.934642, 0.934801]
Ac 0.670± 0.027 0.66796± 0.00021 0.66797± 0.00021 0.1 0.66817± 0.00054 0.1 0.66766± 0.00022 0.1

[0.66754, 0.66838] [0.66755, 0.66839] [0.66712, 0.66922] [0.66722, 0.66810]
As 0.895± 0.091 0.935678± 0.000039 0.935677± 0.000040 �0.4 0.935716± 0.000098 �0.5 0.935621± 0.000041 �0.5

[0.935600, 0.935755] [0.935599, 0.935754] [0.935523, 0.935909] [0.935541, 0.935702]
BRW!`⌫̄` 0.10860± 0.00090 0.108388± 0.000022 0.108388± 0.000022 0.2 0.108291± 0.000109 0.3 0.108386± 0.000023 0.2

[0.108345, 0.108431] [0.108345, 0.108431] [0.10808, 0.10851] [0.108340, 0.108432]
sin2 ✓lepte↵ (HC) 0.23143± 0.00025 0.231471± 0.000055 0.231474± 0.000056 �0.2 0.231460± 0.000138 �0.1 0.231558± 0.000062 �0.5

[0.231362, 0.231580] [0.231363, 0.231584] [0.23119, 0.23173] [0.231436, 0.231679]
Ruc 0.1660± 0.0090 0.172220± 0.000031 0.172220± 0.000032 �0.7 0.172424± 0.000180 �0.7 0.172212± 0.000032 �0.7

[0.172159, 0.172282] [0.172159, 0.172282] [0.17209, 0.17279] [0.172149, 0.172275]

TABLE II. Experimental data, Posterior from the full fit, Indirect determination of individual SM paramers/Prediction of
individual EWPO, Full Indirect determination of all SM parameters simultaneously, and Full Prediction of all EWPO si-
multaneously in the standard average scenario. The (Full) Indirect determination/(Full) Prediction is obtained omitting the
experimental information on individual (all) SM parameters/individual (all) EWPO.

be tested by looking at the distribution of p-values. From
Table II, in the indirect determination case, we find an
average p-value of 0.43 with a 0.36 standard deviation,
while for the full prediction we obtain an average p-value
of 0.56 with a 0.30 standard deviation. Both values are
compatible with the expectation of a flatly distributed
p-value between zero and one. Furthermore, we evaluate
the global p-value from the full prediction, taking into ac-
count all theoretical and experimental correlations. We

obtain p = 2.45 · 10�5, corresponding to a global pull of
4.2�, in the standard averaging scenario, and p = 0.10,
corresponding to a global pull of 1.6�, in the conservative
averaging scenario.

In view of the significant discrepancy between the SM
prediction and the experimental average for MW , we dis-
cuss next the implications of the new Tevatron result on
scenarios of NP beyond the SM. In particular we discuss
the case of NP models which mainly introduce sizable

“Posterior”: The full fit results

“Indirect/Prediction”:  
Drop each observable at a time  

→ fit  
→ predict the removed observable 

“Full Indirect”:  
Drop exp. data for SM inputs  

→ Obtain indirect determination  
from EWPO fit 

“Full Prediction”:  
Drop exp. data for EWPO 
→ Obtain prediction from  
exp. values of SM inputs
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• SM EW fit results: Different fits to study the consistency between SM/EWPD3

Measurement Posterior Indirect/Prediction Pull Full Indirect Pull Full Prediction Pull
↵s(MZ) 0.1177± 0.0010 0.11762± 0.00095 0.11685± 0.00278 0.3 0.12181± 0.00470 �0.8 0.1177± 0.0010 �

[0.11576, 0.11946] [0.11145, 0.12233] [0.1126, 0.1310] [0.1157, 0.1197]

�↵(5)
had(MZ) 0.02766± 0.00010 0.027535± 0.000096 0.026174± 0.000334 4.3 0.028005± 0.000675 �0.5 0.02766± 0.00010 �

[0.027349, 0.027726] [0.025522, 0.026826] [0.02667, 0.02932] [0.02746, 0.02786]
MZ [GeV] 91.1875± 0.0021 91.1911± 0.0020 91.2314± 0.0069 �6.1 91.2108± 0.0390 �0.6 91.1875± 0.0021 �

[91.1872, 91.1950] [91.2178, 91.2447] [91.136, 91.288] [91.1834, 91.1916]
mt [GeV] 171.79± 0.38 172.36± 0.37 181.45± 1.49 �6.3 187.58± 9.52 �1.7 171.80± 0.38 �

[171.64, 173.09] [178.53, 184.42] [169.1, 206.1] [171.05, 172.54]
mH [GeV] 125.21± 0.12 125.20± 0.12 93.36± 4.99 4.3 247.98± 125.35 �0.9 125.21± 0.12 �

[124.97, 125.44] [82.92, 102.89] [100.8, 640.4] [124.97, 125.45]
MW [GeV] 80.4133± 0.0080 80.3706± 0.0045 80.3499± 0.0056 6.5 80.4129± 0.0080 0.1 80.3496± 0.0057 6.5

[80.3617, 80.3794] [80.3391, 80.3610] [80.3973, 80.4284] [80.3386, 80.3608]
�W [GeV] 2.085± 0.042 2.08903± 0.00053 2.08902± 0.00052 �0.1 2.09430± 0.00224 �0.2 2.08744± 0.00059 0.0

[2.08800, 2.09006] [2.08799, 2.09005] [2.0900, 2.0988] [2.08627, 2.08859]

sin2 ✓lepte↵ (Qhad
FB ) 0.2324± 0.0012 0.231471± 0.000055 0.231469± 0.000056 0.8 0.231460± 0.000138 0.8 0.231558± 0.000062 0.7

[0.231362, 0.231580] [0.231361, 0.231578] [0.23119, 0.23173] [0.231436, 0.231679]
P pol
⌧ = A` 0.1465± 0.0033 0.14742± 0.00044 0.14744± 0.00044 �0.3 0.14750± 0.00108 �0.3 0.14675± 0.00049 �0.1

[0.14656, 0.14827] [0.14657, 0.14830] [0.1454, 0.1496] [0.14580, 0.14770]
�Z [GeV] 2.4955± 0.0023 2.49455± 0.00065 2.49437± 0.00068 0.5 2.49530± 0.00204 0.0 2.49397± 0.00068 0.6

[2.49329, 2.49581] [2.49301, 2.49569] [2.4912, 2.4993] [2.49262, 2.49531]
�0
h [nb] 41.480± 0.033 41.4892± 0.0077 41.4914± 0.0080 �0.3 41.4613± 0.0303 0.4 41.4923± 0.0080 �0.4

[41.4741, 41.5041] [41.4757, 41.5070] [41.402, 41.521] [41.4766, 41.5081]
R0

` 20.767± 0.025 20.7487± 0.0080 20.7451± 0.0087 0.8 20.7587± 0.0217 0.2 20.7468± 0.0087 0.7
[20.7329, 20.7645] [20.7281, 20.7621] [20.716, 20.801] [20.7298, 20.7637]

A0,`
FB 0.0171± 0.0010 0.016300± 0.000095 0.016291± 0.000096 0.8 0.016316± 0.000240 0.8 0.01615± 0.00011 1.0

[0.016111, 0.016487] [0.016102, 0.016480] [0.01585, 0.01679] [0.01594, 0.01636]
A` (SLD) 0.1513± 0.0021 0.14742± 0.00044 0.14745± 0.00045 1.8 0.14750± 0.00108 1.6 0.14675± 0.00049 2.1

[0.14656, 0.14827] [0.14656, 0.14834] [0.1454, 0.1496] [0.14580, 0.14770]
R0

b 0.21629± 0.00066 0.215892± 0.000100 0.215886± 0.000102 0.6 0.215413± 0.000364 1.2 0.21591± 0.00010 0.6
[0.215696, 0.216089] [0.215688, 0.216086] [0.21469, 0.21611] [0.21571, 0.21611]

R0
c 0.1721± 0.0030 0.172198± 0.000054 0.172197± 0.000054 �0.1 0.172404± 0.000183 �0.1 0.172189± 0.000054 �0.1

[0.172093, 0.172302] [0.172094, 0.172303] [0.17206, 0.17278] [0.172084, 0.172295]
A0,b

FB 0.0996± 0.0016 0.10335± 0.00030 0.10337± 0.00032 �2.3 0.10338± 0.00077 �2.1 0.10288± 0.00034 �2.0
[0.10276, 0.10396] [0.10275, 0.10400] [0.10189, 0.10490] [0.10220, 0.10354]

A0,c
FB 0.0707± 0.0035 0.07385± 0.00023 0.07387± 0.00023 �0.9 0.07392± 0.00059 �0.9 0.07348± 0.00025 �0.8

[0.07341, 0.07430] [0.07341, 0.07434] [0.07275, 0.07507] [0.07298, 0.07398]
Ab 0.923± 0.020 0.934770± 0.000039 0.934772± 0.000040 �0.6 0.934593± 0.000166 �0.6 0.934721± 0.000041 �0.6

[0.934693, 0.934847] [0.934693, 0.934849] [0.93426, 0.93491] [0.934642, 0.934801]
Ac 0.670± 0.027 0.66796± 0.00021 0.66797± 0.00021 0.1 0.66817± 0.00054 0.1 0.66766± 0.00022 0.1

[0.66754, 0.66838] [0.66755, 0.66839] [0.66712, 0.66922] [0.66722, 0.66810]
As 0.895± 0.091 0.935678± 0.000039 0.935677± 0.000040 �0.4 0.935716± 0.000098 �0.5 0.935621± 0.000041 �0.5

[0.935600, 0.935755] [0.935599, 0.935754] [0.935523, 0.935909] [0.935541, 0.935702]
BRW!`⌫̄` 0.10860± 0.00090 0.108388± 0.000022 0.108388± 0.000022 0.2 0.108291± 0.000109 0.3 0.108386± 0.000023 0.2

[0.108345, 0.108431] [0.108345, 0.108431] [0.10808, 0.10851] [0.108340, 0.108432]
sin2 ✓lepte↵ (HC) 0.23143± 0.00025 0.231471± 0.000055 0.231474± 0.000056 �0.2 0.231460± 0.000138 �0.1 0.231558± 0.000062 �0.5

[0.231362, 0.231580] [0.231363, 0.231584] [0.23119, 0.23173] [0.231436, 0.231679]
Ruc 0.1660± 0.0090 0.172220± 0.000031 0.172220± 0.000032 �0.7 0.172424± 0.000180 �0.7 0.172212± 0.000032 �0.7

[0.172159, 0.172282] [0.172159, 0.172282] [0.17209, 0.17279] [0.172149, 0.172275]

TABLE II. Experimental data, Posterior from the full fit, Indirect determination of individual SM paramers/Prediction of
individual EWPO, Full Indirect determination of all SM parameters simultaneously, and Full Prediction of all EWPO si-
multaneously in the standard average scenario. The (Full) Indirect determination/(Full) Prediction is obtained omitting the
experimental information on individual (all) SM parameters/individual (all) EWPO.

be tested by looking at the distribution of p-values. From
Table II, in the indirect determination case, we find an
average p-value of 0.43 with a 0.36 standard deviation,
while for the full prediction we obtain an average p-value
of 0.56 with a 0.30 standard deviation. Both values are
compatible with the expectation of a flatly distributed
p-value between zero and one. Furthermore, we evaluate
the global p-value from the full prediction, taking into ac-
count all theoretical and experimental correlations. We

obtain p = 2.45 · 10�5, corresponding to a global pull of
4.2�, in the standard averaging scenario, and p = 0.10,
corresponding to a global pull of 1.6�, in the conservative
averaging scenario.

In view of the significant discrepancy between the SM
prediction and the experimental average for MW , we dis-
cuss next the implications of the new Tevatron result on
scenarios of NP beyond the SM. In particular we discuss
the case of NP models which mainly introduce sizable
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Model Pred. Ab,0
FB Pull Pred. Ab,0

FB Pull
standard average conservative average

SM 0.10337± 0.00032 �2.3 � 0.10325± 0.00034 �2.2 �

Table 3: Predictions and pulls for MW in the SM, in the oblique NP models and in the SMEFT,
using the standard and conservative averaging scenarios. The predictions are obtained without
using the experimental information on MW . See text for more details.

Operator O
(1)
�l O

(3)
�l O�e O

(1)
�q O

(3)
�q

Ci
⇤2 [TeV�2] �0.003± 0.004 �0.016± 0.003 0.004± 0.005 0.019± 0.018 0.007± 0.006

Operator O�u O�d O�WB O�D Oll
Ci
⇤2 [TeV�2] 0.037± 0.039 �0.084± 0.053 �0.012± 0.002 �0.034± 0.005 0.024± 0.0058

Table 4:
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“Indirect/Prediction”:  
Drop each observable at a time  

→ fit  
→ predict the removed observable 

“Full Indirect”:  
Drop exp. data for SM inputs  

→ Obtain indirect determination  
from EWPO fit 

“Full Prediction”:  
Drop exp. data for EWPO 
→ Obtain prediction from  
exp. values of SM inputs
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• SM EW fit results: Different fits to study the consistency between SM/EWPD3

Measurement Posterior Indirect/Prediction Pull Full Indirect Pull Full Prediction Pull
↵s(MZ) 0.1177± 0.0010 0.11762± 0.00095 0.11685± 0.00278 0.3 0.12181± 0.00470 �0.8 0.1177± 0.0010 �

[0.11576, 0.11946] [0.11145, 0.12233] [0.1126, 0.1310] [0.1157, 0.1197]

�↵(5)
had(MZ) 0.02766± 0.00010 0.027535± 0.000096 0.026174± 0.000334 4.3 0.028005± 0.000675 �0.5 0.02766± 0.00010 �

[0.027349, 0.027726] [0.025522, 0.026826] [0.02667, 0.02932] [0.02746, 0.02786]
MZ [GeV] 91.1875± 0.0021 91.1911± 0.0020 91.2314± 0.0069 �6.1 91.2108± 0.0390 �0.6 91.1875± 0.0021 �

[91.1872, 91.1950] [91.2178, 91.2447] [91.136, 91.288] [91.1834, 91.1916]
mt [GeV] 171.79± 0.38 172.36± 0.37 181.45± 1.49 �6.3 187.58± 9.52 �1.7 171.80± 0.38 �

[171.64, 173.09] [178.53, 184.42] [169.1, 206.1] [171.05, 172.54]
mH [GeV] 125.21± 0.12 125.20± 0.12 93.36± 4.99 4.3 247.98± 125.35 �0.9 125.21± 0.12 �

[124.97, 125.44] [82.92, 102.89] [100.8, 640.4] [124.97, 125.45]
MW [GeV] 80.4133± 0.0080 80.3706± 0.0045 80.3499± 0.0056 6.5 80.4129± 0.0080 0.1 80.3496± 0.0057 6.5

[80.3617, 80.3794] [80.3391, 80.3610] [80.3973, 80.4284] [80.3386, 80.3608]
�W [GeV] 2.085± 0.042 2.08903± 0.00053 2.08902± 0.00052 �0.1 2.09430± 0.00224 �0.2 2.08744± 0.00059 0.0

[2.08800, 2.09006] [2.08799, 2.09005] [2.0900, 2.0988] [2.08627, 2.08859]

sin2 ✓lepte↵ (Qhad
FB ) 0.2324± 0.0012 0.231471± 0.000055 0.231469± 0.000056 0.8 0.231460± 0.000138 0.8 0.231558± 0.000062 0.7

[0.231362, 0.231580] [0.231361, 0.231578] [0.23119, 0.23173] [0.231436, 0.231679]
P pol
⌧ = A` 0.1465± 0.0033 0.14742± 0.00044 0.14744± 0.00044 �0.3 0.14750± 0.00108 �0.3 0.14675± 0.00049 �0.1

[0.14656, 0.14827] [0.14657, 0.14830] [0.1454, 0.1496] [0.14580, 0.14770]
�Z [GeV] 2.4955± 0.0023 2.49455± 0.00065 2.49437± 0.00068 0.5 2.49530± 0.00204 0.0 2.49397± 0.00068 0.6

[2.49329, 2.49581] [2.49301, 2.49569] [2.4912, 2.4993] [2.49262, 2.49531]
�0
h [nb] 41.480± 0.033 41.4892± 0.0077 41.4914± 0.0080 �0.3 41.4613± 0.0303 0.4 41.4923± 0.0080 �0.4

[41.4741, 41.5041] [41.4757, 41.5070] [41.402, 41.521] [41.4766, 41.5081]
R0

` 20.767± 0.025 20.7487± 0.0080 20.7451± 0.0087 0.8 20.7587± 0.0217 0.2 20.7468± 0.0087 0.7
[20.7329, 20.7645] [20.7281, 20.7621] [20.716, 20.801] [20.7298, 20.7637]

A0,`
FB 0.0171± 0.0010 0.016300± 0.000095 0.016291± 0.000096 0.8 0.016316± 0.000240 0.8 0.01615± 0.00011 1.0

[0.016111, 0.016487] [0.016102, 0.016480] [0.01585, 0.01679] [0.01594, 0.01636]
A` (SLD) 0.1513± 0.0021 0.14742± 0.00044 0.14745± 0.00045 1.8 0.14750± 0.00108 1.6 0.14675± 0.00049 2.1

[0.14656, 0.14827] [0.14656, 0.14834] [0.1454, 0.1496] [0.14580, 0.14770]
R0

b 0.21629± 0.00066 0.215892± 0.000100 0.215886± 0.000102 0.6 0.215413± 0.000364 1.2 0.21591± 0.00010 0.6
[0.215696, 0.216089] [0.215688, 0.216086] [0.21469, 0.21611] [0.21571, 0.21611]

R0
c 0.1721± 0.0030 0.172198± 0.000054 0.172197± 0.000054 �0.1 0.172404± 0.000183 �0.1 0.172189± 0.000054 �0.1

[0.172093, 0.172302] [0.172094, 0.172303] [0.17206, 0.17278] [0.172084, 0.172295]
A0,b

FB 0.0996± 0.0016 0.10335± 0.00030 0.10337± 0.00032 �2.3 0.10338± 0.00077 �2.1 0.10288± 0.00034 �2.0
[0.10276, 0.10396] [0.10275, 0.10400] [0.10189, 0.10490] [0.10220, 0.10354]

A0,c
FB 0.0707± 0.0035 0.07385± 0.00023 0.07387± 0.00023 �0.9 0.07392± 0.00059 �0.9 0.07348± 0.00025 �0.8

[0.07341, 0.07430] [0.07341, 0.07434] [0.07275, 0.07507] [0.07298, 0.07398]
Ab 0.923± 0.020 0.934770± 0.000039 0.934772± 0.000040 �0.6 0.934593± 0.000166 �0.6 0.934721± 0.000041 �0.6

[0.934693, 0.934847] [0.934693, 0.934849] [0.93426, 0.93491] [0.934642, 0.934801]
Ac 0.670± 0.027 0.66796± 0.00021 0.66797± 0.00021 0.1 0.66817± 0.00054 0.1 0.66766± 0.00022 0.1

[0.66754, 0.66838] [0.66755, 0.66839] [0.66712, 0.66922] [0.66722, 0.66810]
As 0.895± 0.091 0.935678± 0.000039 0.935677± 0.000040 �0.4 0.935716± 0.000098 �0.5 0.935621± 0.000041 �0.5

[0.935600, 0.935755] [0.935599, 0.935754] [0.935523, 0.935909] [0.935541, 0.935702]
BRW!`⌫̄` 0.10860± 0.00090 0.108388± 0.000022 0.108388± 0.000022 0.2 0.108291± 0.000109 0.3 0.108386± 0.000023 0.2

[0.108345, 0.108431] [0.108345, 0.108431] [0.10808, 0.10851] [0.108340, 0.108432]
sin2 ✓lepte↵ (HC) 0.23143± 0.00025 0.231471± 0.000055 0.231474± 0.000056 �0.2 0.231460± 0.000138 �0.1 0.231558± 0.000062 �0.5

[0.231362, 0.231580] [0.231363, 0.231584] [0.23119, 0.23173] [0.231436, 0.231679]
Ruc 0.1660± 0.0090 0.172220± 0.000031 0.172220± 0.000032 �0.7 0.172424± 0.000180 �0.7 0.172212± 0.000032 �0.7

[0.172159, 0.172282] [0.172159, 0.172282] [0.17209, 0.17279] [0.172149, 0.172275]

TABLE II. Experimental data, Posterior from the full fit, Indirect determination of individual SM paramers/Prediction of
individual EWPO, Full Indirect determination of all SM parameters simultaneously, and Full Prediction of all EWPO si-
multaneously in the standard average scenario. The (Full) Indirect determination/(Full) Prediction is obtained omitting the
experimental information on individual (all) SM parameters/individual (all) EWPO.

be tested by looking at the distribution of p-values. From
Table II, in the indirect determination case, we find an
average p-value of 0.43 with a 0.36 standard deviation,
while for the full prediction we obtain an average p-value
of 0.56 with a 0.30 standard deviation. Both values are
compatible with the expectation of a flatly distributed
p-value between zero and one. Furthermore, we evaluate
the global p-value from the full prediction, taking into ac-
count all theoretical and experimental correlations. We

obtain p = 2.45 · 10�5, corresponding to a global pull of
4.2�, in the standard averaging scenario, and p = 0.10,
corresponding to a global pull of 1.6�, in the conservative
averaging scenario.

In view of the significant discrepancy between the SM
prediction and the experimental average for MW , we dis-
cuss next the implications of the new Tevatron result on
scenarios of NP beyond the SM. In particular we discuss
the case of NP models which mainly introduce sizable
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1 Latex Stu↵

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5 � 80.3505± 0.0077 3.7 �
ST 80.366± 0.029 1.6 � 80.367± 0.029 1.4 �
STU 80.32± 0.54 0.2 � 80.32± 0.54 0.2 �

SMEFT 80.66± 1.68 �0.1 � 80.66± 1.68 �0.1 �

Table 1: Predictions and pulls for MW in the SM, in the oblique NP models and in the SMEFT,
using the standard and conservative averaging scenarios. The predictions are obtained without
using the experimental information on MW . See text for more details.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5 � 80.3505± 0.0077 3.7 �

Table 2: Predictions and pulls for MW in the SM, in the oblique NP models and in the SMEFT,
using the standard and conservative averaging scenarios. The predictions are obtained without
using the experimental information on MW . See text for more details.

⇣
IC ⌘ �2logL + 4�2

logL

⌘
(1)
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The SM EW fit
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• SM EW fit results: Different fits to study the consistency between SM/EWPD
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• SM EW fit results: Different fits to study the consistency between SM/EWPD

Overall consistency of the SM fit

1) Run toy experiments centered around  
the Full prediction results 

2) Compute the fraction of toys in which the  
largest pull is larger than the one observed in real data

→ p value

p-value: 2.5×10-5  (4.2 σ)
Standard average scenario

Conservative average 
p-value: 0.1 (1.6 σ)
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• Could this discrepancy be due to theory? SM theory prediction:

• Uncertainty in the calculation
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MH/GeV ∆r(α) ∆r(ααs) ∆r(αα
2
s ) ∆r(αα

3
sm

2
t
) ∆r(α

2)
ferm ∆r(α

2)
bos ∆r(G

2
µαsm4

t
) ∆r(G

3
µm

6
t
)

100 283.41 35.89 7.23 1.27 28.56 0.64 −1.27 −0.16

200 307.35 35.89 7.23 1.27 30.02 0.35 −2.11 −0.09

300 323.27 35.89 7.23 1.27 31.10 0.23 −2.77 −0.03

600 353.01 35.89 7.23 1.27 32.68 0.05 −4.10 −0.09

1000 376.27 35.89 7.23 1.27 32.36 −0.41 −5.04 −1.04

Table 1: The numerical values (×104) of the different contributions to ∆r specified in
eq. (1) are given for different values of MH and MW = 80.426 GeV (the W and Z masses
have been transformed so as to correspond to the real part of the complex pole). The
other input parameters are listed in eq. (5).

calculation into the mass parameter defined according to the real part of the complex
pole, which corresponds to a Breit–Wigner parametrisation with a constant decay width,
see Ref. [8]. It is understood that MW in this paper always refers to the conventional
definition according to a Breit–Wigner parametrisation with running width. The change
of parametrisations is achieved with the one loop QCD corrected value of the W-boson
width as described in Ref. [8].

Table 1 shows that the two-loop QCD correction, ∆r(ααs), and the fermionic elec-

troweak two-loop correction, ∆r(α
2)

ferm are of similar size. They both amount to about 10%
of the one-loop contribution, ∆r(α), entering with the same sign. The most important
correction beyond these contributions is the three-loop QCD correction, ∆r(αα

2
s ), which

leads to a shift in MW of about −11 MeV. For large values of MH also the contribu-

tion ∆r(G
2
µαsm4

t
) becomes sizable. The purely bosonic two-loop contribution, ∆r(α

2)
bos , and

the leading electroweak three-loop correction, ∆r(G
3
µm

6
t
), and leading QCD four-loop cor-

rection, ∆r(αα
3
sm

2
t
), give rise to shifts in MW which are significantly smaller than the

experimental error envisaged for a future Linear Collider, δM exp,LC
W = 7 MeV [16].

Since ∆r is evaluated in Table 1 for a fixed value of MW, the contributions ∆r(ααs)

and ∆r(αα
2
s ) are MH-independent. In the iterative procedure for evaluating MW according

to eq. (3), on the other hand, also these contributions become MH-dependent through the
MH-dependence of the inserted MW value.

The result for MW based on eqs. (3), (4) can be approximated by the following simple
parametrisation (see Ref. [22] for an earlier parametrisation of MW),

MW = M0
W − c1 dH− c2 dH

2 + c3 dH
4 + c4(dh− 1)− c5 dα + c6 dt− c7 dt

2

− c8 dHdt + c9 dh dt− c10 dαs + c11 dZ, (6)

3

δMW(full result)/ MeV δMW(eqs. (6)–(8))/ MeV

δMH = 100 GeV −41.3 −41.4

δmt = 5.1 GeV 31.0 31.0

δMZ = 2.1 MeV 2.6 2.6

δ
(

∆α(5)
had

)

= 0.00036 −6.5 −6.5

δαs(MZ) = 0.0027 −1.7 −1.7

Table 2: Shifts in MW caused by varying MH by 100 GeV and the other input parameters
by 1σ around their experimental central values [14]. The first column shows the full result
for MW, while the second column is based on the simple parametrisation of eqs. (6)–(8).
The shifts δMW are relative to the value MW = 80.3799 GeV which is the result for
MH = 100 GeV and the central values of the other input parameters as specified in
eq. (5).

where

dH = ln

(

MH

100 GeV

)

, dh =

(

MH

100 GeV

)2

, dt =
( mt

174.3 GeV

)2
− 1,

dZ =
MZ

91.1875 GeV
− 1, dα =

∆α

0.05907
− 1, dαs =

αs(MZ)

0.119
− 1, (7)

and the coefficients M0
W, c1, . . . , c11 take the following values

M0
W = 80.3779 GeV, c1 = 0.05427 GeV, c2 = 0.008931 GeV,

c3 = 0.0000882 GeV, c4 = 0.000161 GeV, c5 = 1.070 GeV,

c6 = 0.5237 GeV, c7 = 0.0679 GeV, c8 = 0.00179 GeV,

c9 = 0.0000664 GeV, c10 = 0.0795 GeV, c11 = 114.9 GeV. (8)

The parametrisation given in eqs. (6)–(8) approximates the full result for MW to better
than 0.5 MeV over the whole range of 10 GeV ≤ MH ≤ 1 TeV if all other experimental
input values vary within their combined 2σ region around their central values given in
eq. (7).

In Table 2 the full result for MW and the parametrisation of eqs. (6)–(8) are com-
pared with each other. The table shows the shifts in MW (relative to the value MW =
80.3799 GeV, which is the result for MH = 100 GeV and the central values of the other
input parameters as specified in eq. (5)) induced by varying MH by 100 GeV and the other
input parameters by 1σ around their experimental central values [14]. In the example of
Table 2, where only one parameter has been varied in each row and all others have been
kept at their central values, the maximum deviation between the full result for MW and
the parametrisation of eqs. (6)–(8) is below 0.1 MeV.

The parametrisation of eqs. (6)–(8) yields a good approximation of the full result for
MW even for values of MH much smaller than the experimental 95% C.L. lower bound
on the Higgs-boson mass, MH = 114.4 GeV [23]. If one restricts to the region MH >

4
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Table 2: Shifts in MW caused by varying MH by 100 GeV and the other input parameters
by 1σ around their experimental central values [14]. The first column shows the full result
for MW, while the second column is based on the simple parametrisation of eqs. (6)–(8).
The shifts δMW are relative to the value MW = 80.3799 GeV which is the result for
MH = 100 GeV and the central values of the other input parameters as specified in
eq. (5).
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and the coefficients M0
W, c1, . . . , c11 take the following values

M0
W = 80.3779 GeV, c1 = 0.05427 GeV, c2 = 0.008931 GeV,

c3 = 0.0000882 GeV, c4 = 0.000161 GeV, c5 = 1.070 GeV,

c6 = 0.5237 GeV, c7 = 0.0679 GeV, c8 = 0.00179 GeV,

c9 = 0.0000664 GeV, c10 = 0.0795 GeV, c11 = 114.9 GeV. (8)

The parametrisation given in eqs. (6)–(8) approximates the full result for MW to better
than 0.5 MeV over the whole range of 10 GeV ≤ MH ≤ 1 TeV if all other experimental
input values vary within their combined 2σ region around their central values given in
eq. (7).

In Table 2 the full result for MW and the parametrisation of eqs. (6)–(8) are com-
pared with each other. The table shows the shifts in MW (relative to the value MW =
80.3799 GeV, which is the result for MH = 100 GeV and the central values of the other
input parameters as specified in eq. (5)) induced by varying MH by 100 GeV and the other
input parameters by 1σ around their experimental central values [14]. In the example of
Table 2, where only one parameter has been varied in each row and all others have been
kept at their central values, the maximum deviation between the full result for MW and
the parametrisation of eqs. (6)–(8) is below 0.1 MeV.

The parametrisation of eqs. (6)–(8) yields a good approximation of the full result for
MW even for values of MH much smaller than the experimental 95% C.L. lower bound
on the Higgs-boson mass, MH = 114.4 GeV [23]. If one restricts to the region MH >

4

Accurate to better  
than 0.5 MeV for 

values of the SM inputs  
within 2σ from  

their central values  

Electroweak precision tests Ayres Freitas

MW GZ s0
had Rb sin2 q `

eff
Exp. error 15 MeV 2.3 MeV 37 pb 6.6⇥10�4 1.6⇥10�4

Theory error 4 MeV 0.5 MeV 6 pb 1.5⇥10�4 0.5⇥10�4

Table 1: Current experimental errors and theory uncertainties for the SM prediction of some of the most
important electroweak precision observables. Here Rb ⌘ G[Z ! bb̄]/G[Z ! hadrons].

2. Z-boson width at two loops

As a concrete example for the electroweak two-loop corrections to electroweak precision ob-
servables, this section will discuss the calculation of the O(Nf a2) contribution to the (partial)
Z-boson width(s). The total Z-width is defined through the imaginary part of the complex pole of
the Z-boson propagator,

s0 = M2
Z � iMZGZ. (2.1)

This definition leads to a Breit-Wigner function with constant width near the Z-pole, s µ
|s� s0|�2 = [(s�M2

Z)
2 +M2

ZG2
Z]

�1. Note that this differs from the Breit-Wigner function with
a running width used in the experimental analyses, so that one has to include a finite shift when
relating MZ and GZ to the reported measured values:

MZ = Mexp
Z �34.1 MeV, GZ = Gexp

Z �0.9 MeV. (2.2)

Expanding (2.1) up to next-to-next-to-leading order (NNLO) and using the power counting GZ ⇠
O(a)MZ, the result for GZ can be written as [8]1

GZ =
1

MZ
ImSZ(s0) =

1
MZ


ImSZ

1+ReS0
Z

�

s=M2
Z

+O(G3
Z), (2.3)

where SZ is the Z self-energy. Using the optical theorem, the imaginary part of the self-energy can
be related to the decay process Z ! f f̄ , resulting in

GZ = Â
f

G f , G f =
N f

c MZ

12p
⇥
R

f
V F f

V +R
f
AF f

A
⇤

s=M2
Z
, F f

V ⇡
|v f |2

1+ReS0
Z
, F f

A ⇡
|a f |2

1+ReS0
Z
, (2.4)

where N f
c = 3(1) for quarks (leptons). Here the functions R

f
V,A have been introduced, which capture

effects from final-state QED and QCD corrections. They are known up to O(a4
s ), O(aas) and

O(a2) in the limit of massless fermions, while mass corrections are known up to three-loop order
[10]. The electroweak corrections are contained in S0

Z and the effective Z f f̄ vector and axial-vector
couplings v f and a f . Note that v f and a f include contributions from photon-Z mixing. Eq. (2.4) is
accurate up to NNLO.

For the calculation of the fermionic electroweak O(a2) corrections, Feynman diagrams have
been generated with FeynArts 3.3 [11]. In addition to the diagrams for the Z ! f f̄ vertex cor-
rections, one also needs two-loop self-energy diagrams for the on-shell renormalization [12]. In
the on-shell renormalization scheme used here, particle masses are defined through the (complex)

1Here a term µ ImS00
Z has been omitted, since ImS00

Z = 0 at leading order for massless final-state fermions.

3

⊕ 4/7 MeV (parametric uncertainty)  
 → ~ 6-8 MeV vs. ~60 MeV discrepancy



• SM EW fit results: Different fits to study the consistency between SM/EWPD 2
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�

6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can

6

Result Correlation Matrix
(ICSMEFT/ICSM = 31.8/79.7)

Ĉ(1)
'l

�0.007± 0.011 1.00

Ĉ(3)
'l

�0.042± 0.015 �0.68 1.00

Ĉ'e �0.017± 0.009 0.48 0.04 1.00

Ĉ(1)
'q �0.018± 0.044 �0.02 �0.06 �0.13 1.00

Ĉ(3)
'q �0.113± 0.043 �0.03 0.04 �0.16 �0.37 1.00

Ĉ'u 0.090± 0.150 0.06 �0.04 0.04 0.61 �0.77 1.00
Ĉ'd �0.630± 0.250 �0.13 �0.05 �0.30 0.40 0.58 �0.04 1.00
Ĉll �0.022± 0.028 �0.80 0.95 �0.10 �0.06 �0.01 �0.04 �0.05 1.00

TABLE V. Results from the dimension-six SMEFT fit in the standard average scenario. The values of the Wilson coe�cients
Ĉi are given in units of TeV�2. (For a correct comparison, the IC value for the SM in this table, ICSM, has been recomputed
using the same observables included in the SMEFT fit.)
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FIG. 3. Same as Figure 1 in the conservative average scenario.
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Measurement Full Indirect Pull Full Prediction Pull Full Prediction Pull
standard scenario conservative scenario

↵s(MZ) 0.1177± 0.0010 0.1217± 0.0046 �0.8 0.1177± 0.0010 – 0.1177± 0.0010 –

�↵
(5)
had 0.02766± 0.00010 0.02752± 0.00066 0.2 0.02766± 0.00010 – 0.02766± 0.00010 –

MZ [GeV] 91.1875± 0.0021 91.200± 0.039 �0.3 91.1875± 0.0021 – 91.1875± 0.0021 –
mt [GeV] 172.58± 0.45 180.1± 9.6 �0.8 172.58± 0.45 – 172.6± 1.0 –
mH [GeV] 125.21± 0.12 196.2± 89.9 �0.4 125.21± 0.12 – 125.21± 0.21 –
MW [GeV] 80.379± 0.012 80.379± 0.012 0.0 80.3544± 0.0058 1.8 80.3545± 0.0080 1.7
�W [GeV] 2.085± 0.042 2.0916± 0.0023 �0.1 2.08781± 0.00060 �0.1 2.08781± 0.00073 �0.1
BRW!`⌫̄` 0.10860± 0.00090 0.10829± 0.00011 0.3 0.108386± 0.000023 0.2 0.108386± 0.000024 0.2

sin2
✓
lept
e↵ (Qhad

FB ) 0.2324± 0.0012 0.23147± 0.00014 0.8 0.231533± 0.000062 0.7 0.231534± 0.000067 0.7
P

pol
⌧ = A` 0.1465± 0.0033 0.1474± 0.0011 �0.3 0.14693± 0.00049 �0.1 0.14693± 0.00053 �0.1

�Z [GeV] 2.4955± 0.0023 2.4947± 0.0020 0.3 2.49414± 0.00069 0.6 2.49413± 0.00072 0.6
�
0
h [nb] 41.480± 0.033 41.466± 0.031 0.3 41.4930± 0.0081 �0.4 41.4930± 0.0081 �0.4

R
0
` 20.767± 0.025 20.765± 0.022 0.1 20.7466± 0.0086 0.8 20.7466± 0.0087 0.8

A
0,`
FB 0.0171± 0.0010 0.01630± 0.00024 0.8 0.01619± 0.00011 0.9 0.01619± 0.00012 0.9

A` (SLD) 0.1513± 0.0021 0.1474± 0.0011 1.6 0.14693± 0.00049 2.0 0.14693± 0.00053 2.0
R

0
b 0.21629± 0.00066 0.21562± 0.00035 0.9 0.21588± 0.00010 0.6 0.21588± 0.00011 0.6

R
0
c 0.1721± 0.0030 0.17233± 0.00017 �0.1 0.172199± 0.000054 0.0 0.172198± 0.000055 0.0

A
0,b
FB 0.0996± 0.0016 0.10334± 0.00077 �2.1 0.10300± 0.00034 �2.1 0.10300± 0.00037 �2.1

A
0,c
FB 0.0707± 0.0035 0.07386± 0.00059 �0.9 0.07359± 0.00026 �0.8 0.07358± 0.00028 �0.8

Ab 0.923± 0.020 0.93468± 0.00016 �0.6 0.934726± 0.000041 �0.6 0.934727± 0.000041 �0.6
Ac 0.670± 0.027 0.66805± 0.00048 0.1 0.66774± 0.00022 0.1 0.66774± 0.00025 0.1
As 0.895± 0.091 0.935693± 0.000088 �0.4 0.935637± 0.000041 �0.4 0.935637± 0.000045 �0.4

sin2
✓
lept
e↵ (HC) 0.23143± 0.00025 0.23147± 0.00014 �0.1 0.231533± 0.000062 �0.4 0.231534± 0.000067 �0.4

Ruc 0.1660± 0.0090 0.17236± 0.00017 �0.7 0.172221± 0.000032 �0.7 0.172221± 0.000034 �0.7

TABLE V. Results of the full indirect determination of SM parameters using only EWPD (third column) and of the full
prediction for EWPO using only information on SM parameters, in the standard (fourth column) and conservative (fifth
column) scenarios. For comparison, the input values are reported in the second column. See the text for details.

agreement between the lattice determination and the EW fit persists when the updated lattice value corresponding to
the value of the hadronic vacuum polarization recently published in Ref. [74] is released. The indirect determination
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FIG. 2. Impact of various constraints in the mt vs. MW (left) and sin2
✓
lept
e↵ vs. MW (right) planes. Dark (light) regions

correspond to 68% (95%) probability ranges.
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Not only the new W mass, but also the new Top mass  
value push the SM away from the data
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(Before April 2022)
Consistency of the SM with Electroweak Precision Tests

Overall consistency of the SM fit at 1σ
p-value: 0.45 
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Measurement Full Indirect Pull Full Prediction Pull Full Prediction Pull
standard scenario conservative scenario

↵s(MZ) 0.1177± 0.0010 0.1217± 0.0046 �0.8 0.1177± 0.0010 – 0.1177± 0.0010 –

�↵
(5)
had 0.02766± 0.00010 0.02752± 0.00066 0.2 0.02766± 0.00010 – 0.02766± 0.00010 –

MZ [GeV] 91.1875± 0.0021 91.200± 0.039 �0.3 91.1875± 0.0021 – 91.1875± 0.0021 –
mt [GeV] 172.58± 0.45 180.1± 9.6 �0.8 172.58± 0.45 – 172.6± 1.0 –
mH [GeV] 125.21± 0.12 196.2± 89.9 �0.4 125.21± 0.12 – 125.21± 0.21 –
MW [GeV] 80.379± 0.012 80.379± 0.012 0.0 80.3544± 0.0058 1.8 80.3545± 0.0080 1.7
�W [GeV] 2.085± 0.042 2.0916± 0.0023 �0.1 2.08781± 0.00060 �0.1 2.08781± 0.00073 �0.1
BRW!`⌫̄` 0.10860± 0.00090 0.10829± 0.00011 0.3 0.108386± 0.000023 0.2 0.108386± 0.000024 0.2

sin2
✓
lept
e↵ (Qhad

FB ) 0.2324± 0.0012 0.23147± 0.00014 0.8 0.231533± 0.000062 0.7 0.231534± 0.000067 0.7
P

pol
⌧ = A` 0.1465± 0.0033 0.1474± 0.0011 �0.3 0.14693± 0.00049 �0.1 0.14693± 0.00053 �0.1

�Z [GeV] 2.4955± 0.0023 2.4947± 0.0020 0.3 2.49414± 0.00069 0.6 2.49413± 0.00072 0.6
�
0
h [nb] 41.480± 0.033 41.466± 0.031 0.3 41.4930± 0.0081 �0.4 41.4930± 0.0081 �0.4

R
0
` 20.767± 0.025 20.765± 0.022 0.1 20.7466± 0.0086 0.8 20.7466± 0.0087 0.8

A
0,`
FB 0.0171± 0.0010 0.01630± 0.00024 0.8 0.01619± 0.00011 0.9 0.01619± 0.00012 0.9

A` (SLD) 0.1513± 0.0021 0.1474± 0.0011 1.6 0.14693± 0.00049 2.0 0.14693± 0.00053 2.0
R

0
b 0.21629± 0.00066 0.21562± 0.00035 0.9 0.21588± 0.00010 0.6 0.21588± 0.00011 0.6

R
0
c 0.1721± 0.0030 0.17233± 0.00017 �0.1 0.172199± 0.000054 0.0 0.172198± 0.000055 0.0

A
0,b
FB 0.0996± 0.0016 0.10334± 0.00077 �2.1 0.10300± 0.00034 �2.1 0.10300± 0.00037 �2.1

A
0,c
FB 0.0707± 0.0035 0.07386± 0.00059 �0.9 0.07359± 0.00026 �0.8 0.07358± 0.00028 �0.8

Ab 0.923± 0.020 0.93468± 0.00016 �0.6 0.934726± 0.000041 �0.6 0.934727± 0.000041 �0.6
Ac 0.670± 0.027 0.66805± 0.00048 0.1 0.66774± 0.00022 0.1 0.66774± 0.00025 0.1
As 0.895± 0.091 0.935693± 0.000088 �0.4 0.935637± 0.000041 �0.4 0.935637± 0.000045 �0.4

sin2
✓
lept
e↵ (HC) 0.23143± 0.00025 0.23147± 0.00014 �0.1 0.231533± 0.000062 �0.4 0.231534± 0.000067 �0.4

Ruc 0.1660± 0.0090 0.17236± 0.00017 �0.7 0.172221± 0.000032 �0.7 0.172221± 0.000034 �0.7

TABLE V. Results of the full indirect determination of SM parameters using only EWPD (third column) and of the full
prediction for EWPO using only information on SM parameters, in the standard (fourth column) and conservative (fifth
column) scenarios. For comparison, the input values are reported in the second column. See the text for details.

agreement between the lattice determination and the EW fit persists when the updated lattice value corresponding to
the value of the hadronic vacuum polarization recently published in Ref. [74] is released. The indirect determination
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FIG. 2. Impact of various constraints in the mt vs. MW (left) and sin2
✓
lept
e↵ vs. MW (right) planes. Dark (light) regions

correspond to 68% (95%) probability ranges.
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(June 2022)
Consistency with Electroweak Precision Tests

Overall tension in the SM fit: 4.2 σ
p-value: 2.5×10-5 
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�

6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can
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Overall tension in the SM fit: 4.2 σ
p-value: 2.5×10-5 
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FIG. 2. P.d.f’s for oblique parameters from a global fit to all EWPO for the standard average scenario. (Left panel) Scenario
with U = 0. (Center and right panels) Scenario with U 6= 0. Dark (light) regions correspond to 68% (95%) probability ranges.

Measurement ST STU SMEFT
MW [GeV] 80.4133± 0.0080 80.4100± 0.0077 80.4133± 0.0080 80.4133± 0.0080
�W [GeV] 2.085± 0.042 2.09214± 0.00072 2.09251± 0.00075 2.0778± 0.0070

sin2 ✓lepte↵ (Qhad
FB ) 0.2324± 0.0012 0.23142± 0.00013 0.23147± 0.00014 –

P pol
⌧ = A` 0.1465± 0.0033 0.1478± 0.0011 0.1474± 0.0011 0.1488± 0.0014

�Z [GeV] 2.4955± 0.0023 2.49812± 0.00099 2.4951± 0.0022 2.4955± 0.0023
�0
h [nb] 41.480± 0.033 41.4910± 0.0077 41.4905± 0.0077 41.481± 0.032
R0

` 20.767± 0.025 20.7506± 0.0084 20.7510± 0.0084 20.769± 0.024
A0,`

FB 0.0171± 0.0010 0.01638± 0.00023 0.01630± 0.00024 0.01659± 0.00032
A` (SLD) 0.1513± 0.0021 0.1478± 0.0011 0.1474± 0.0011 0.1488± 0.0014

R0
b 0.21629± 0.00066 0.21591± 0.00010 0.21591± 0.00010 0.21632± 0.00065

R0
c 0.1721± 0.0030 0.172198± 0.000054 0.172200± 0.000054 0.17159± 0.00099

A0,b
FB 0.0996± 0.0016 0.10362± 0.00075 0.10336± 0.00077 0.1008± 0.0014

A0,c
FB 0.0707± 0.0035 0.07407± 0.00058 0.07387± 0.00059 0.0734± 0.0022
Ab 0.923± 0.020 0.934812± 0.000097 0.934779± 0.000099 0.903± 0.013
Ac 0.670± 0.027 0.66815± 0.00052 0.66796± 0.00053 0.658± 0.020
As 0.895± 0.091 0.935710± 0.000096 0.935676± 0.000097 0.905± 0.012

BRW!`⌫̄` 0.10860± 0.00090 0.108386± 0.000022 0.108380± 0.000022 0.10900± 0.00038
sin2 ✓lepte↵ (HC) 0.23143± 0.00025 0.23142± 0.00013 0.23147± 0.00014 –

Ruc 0.1660± 0.0090 0.172220± 0.000032 0.172222± 0.000032 0.17161± 0.00098

TABLE IV. Posterior distributions for the global fit to all EWPO in the NP scenarios discussed in the text. For the reader’s
convenience we also report experimental data in the first column. The measurements interpreted as determinations of the
e↵ective leptonic weak mixing angle, namely sin2 ✓lepte↵ (Qhad

FB ) and sin2 ✓lepte↵ (HC), are not included in the SMEFT fits.

changes in their correlations as well as mild changes, of
order ten percent, in their uncertainties, whereas the cen-
tral values of the Wilson coe�cients stay approximately
the same. The posterior for the EWPO in this case is
also reported in Tables IV and IX.

In conclusion, recent measurements of mt [1] and
MW [2] are introducing some tensions in global fits of
EW precision observables. In this Letter we have stud-
ied their impact on electroweak precision fits both in the
SM and in some prototype scenarios of NP beyond the
SM. Future EW precision measurements at both the LHC
and the HL-LHC will add to this picture and contribute
to confirm or resolve potential tensions in the SM.
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APPENDIX ON THE CONSERVATIVE AVERAGE

SCENARIO

In this appendix we present the results of our analy-
sis in the conservative average scenario for mt and MW .
Figure 3 presents the posteriors for di↵erent fits in the
mt vs MW and sin2 ✓lepte↵ vs MW planes in the SM. Re-
sults of SM fits are reported in Table VI, while Figure 4
and Table VII present results obtained in the scenario
with dominant oblique NP contributions, and Table VIII
presents the corresponding results for the SMEFT. Pos-
teriors for all EWPO in the NP scenarios considered are
reported in Table IX.
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Is this new physics? Oblique parameters

• The obvious place to look at… new physics contributing to the gauge boson 
self-energies → Oblique Parameters (S, T,  W,  Y, U,…)

✓ EWPO depend on 3 combinations, traditionally chosen as S, T, U…
✓ …though U is expected to be dim. 8 while S,T arise to dim 6

3737
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Abstract
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1 Equations

Combinations depending on STU:

A=S � 2c2W T � (c2W�s2W )

2s2W
U

(1)
B=S � 4c2Ws2W T (2)

(3)
C=�10(3 � 8s2W )S + (63 � 126s2W � 40s4W ) T

A=S � 2c2W T � (c2W�s2W )

2s2W
U

(4)
B=S � 4c2Ws2W T (5)

(6)
C=�10(3 � 8s2W )S + (63 � 126s2W � 40s4W ) T

†
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FIG. 2. P.d.f’s for oblique parameters from a global fit to all EWPO for the standard average scenario. (Left panel) Scenario
with U = 0. (Center and right panels) Scenario with U 6= 0. Dark (light) regions correspond to 68% (95%) probability ranges.

Measurement ST STU SMEFT
MW [GeV] 80.4133± 0.0080 80.4100± 0.0077 80.4133± 0.0080 80.4133± 0.0080
�W [GeV] 2.085± 0.042 2.09214± 0.00072 2.09251± 0.00075 2.0778± 0.0070

sin2 ✓lepte↵ (Qhad
FB ) 0.2324± 0.0012 0.23142± 0.00013 0.23147± 0.00014 –

P pol
⌧ = A` 0.1465± 0.0033 0.1478± 0.0011 0.1474± 0.0011 0.1488± 0.0014

�Z [GeV] 2.4955± 0.0023 2.49812± 0.00099 2.4951± 0.0022 2.4955± 0.0023
�0
h [nb] 41.480± 0.033 41.4910± 0.0077 41.4905± 0.0077 41.481± 0.032
R0

` 20.767± 0.025 20.7506± 0.0084 20.7510± 0.0084 20.769± 0.024
A0,`

FB 0.0171± 0.0010 0.01638± 0.00023 0.01630± 0.00024 0.01659± 0.00032
A` (SLD) 0.1513± 0.0021 0.1478± 0.0011 0.1474± 0.0011 0.1488± 0.0014

R0
b 0.21629± 0.00066 0.21591± 0.00010 0.21591± 0.00010 0.21632± 0.00065

R0
c 0.1721± 0.0030 0.172198± 0.000054 0.172200± 0.000054 0.17159± 0.00099

A0,b
FB 0.0996± 0.0016 0.10362± 0.00075 0.10336± 0.00077 0.1008± 0.0014

A0,c
FB 0.0707± 0.0035 0.07407± 0.00058 0.07387± 0.00059 0.0734± 0.0022
Ab 0.923± 0.020 0.934812± 0.000097 0.934779± 0.000099 0.903± 0.013
Ac 0.670± 0.027 0.66815± 0.00052 0.66796± 0.00053 0.658± 0.020
As 0.895± 0.091 0.935710± 0.000096 0.935676± 0.000097 0.905± 0.012

BRW!`⌫̄` 0.10860± 0.00090 0.108386± 0.000022 0.108380± 0.000022 0.10900± 0.00038
sin2 ✓lepte↵ (HC) 0.23143± 0.00025 0.23142± 0.00013 0.23147± 0.00014 –

Ruc 0.1660± 0.0090 0.172220± 0.000032 0.172222± 0.000032 0.17161± 0.00098

TABLE IV. Posterior distributions for the global fit to all EWPO in the NP scenarios discussed in the text. For the reader’s
convenience we also report experimental data in the first column. The measurements interpreted as determinations of the
e↵ective leptonic weak mixing angle, namely sin2 ✓lepte↵ (Qhad

FB ) and sin2 ✓lepte↵ (HC), are not included in the SMEFT fits.

changes in their correlations as well as mild changes, of
order ten percent, in their uncertainties, whereas the cen-
tral values of the Wilson coe�cients stay approximately
the same. The posterior for the EWPO in this case is
also reported in Tables IV and IX.

In conclusion, recent measurements of mt [1] and
MW [2] are introducing some tensions in global fits of
EW precision observables. In this Letter we have stud-
ied their impact on electroweak precision fits both in the
SM and in some prototype scenarios of NP beyond the
SM. Future EW precision measurements at both the LHC
and the HL-LHC will add to this picture and contribute
to confirm or resolve potential tensions in the SM.
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APPENDIX ON THE CONSERVATIVE AVERAGE

SCENARIO

In this appendix we present the results of our analy-
sis in the conservative average scenario for mt and MW .
Figure 3 presents the posteriors for di↵erent fits in the
mt vs MW and sin2 ✓lepte↵ vs MW planes in the SM. Re-
sults of SM fits are reported in Table VI, while Figure 4
and Table VII present results obtained in the scenario
with dominant oblique NP contributions, and Table VIII
presents the corresponding results for the SMEFT. Pos-
teriors for all EWPO in the NP scenarios considered are
reported in Table IX.
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�Z [GeV] 2.4955± 0.0023 2.49812± 0.00099 2.4951± 0.0022 2.4955± 0.0023
�0
h [nb] 41.480± 0.033 41.4910± 0.0077 41.4905± 0.0077 41.481± 0.032
R0

` 20.767± 0.025 20.7506± 0.0084 20.7510± 0.0084 20.769± 0.024
A0,`

FB 0.0171± 0.0010 0.01638± 0.00023 0.01630± 0.00024 0.01659± 0.00032
A` (SLD) 0.1513± 0.0021 0.1478± 0.0011 0.1474± 0.0011 0.1488± 0.0014
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b 0.21629± 0.00066 0.21591± 0.00010 0.21591± 0.00010 0.21632± 0.00065
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TABLE IV. Posterior distributions for the global fit to all EWPO in the NP scenarios discussed in the text. For the reader’s
convenience we also report experimental data in the first column. The measurements interpreted as determinations of the
e↵ective leptonic weak mixing angle, namely sin2 ✓lepte↵ (Qhad

FB ) and sin2 ✓lepte↵ (HC), are not included in the SMEFT fits.

changes in their correlations as well as mild changes, of
order ten percent, in their uncertainties, whereas the cen-
tral values of the Wilson coe�cients stay approximately
the same. The posterior for the EWPO in this case is
also reported in Tables IV and IX.

In conclusion, recent measurements of mt [1] and
MW [2] are introducing some tensions in global fits of
EW precision observables. In this Letter we have stud-
ied their impact on electroweak precision fits both in the
SM and in some prototype scenarios of NP beyond the
SM. Future EW precision measurements at both the LHC
and the HL-LHC will add to this picture and contribute
to confirm or resolve potential tensions in the SM.
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APPENDIX ON THE CONSERVATIVE AVERAGE

SCENARIO

In this appendix we present the results of our analy-
sis in the conservative average scenario for mt and MW .
Figure 3 presents the posteriors for di↵erent fits in the
mt vs MW and sin2 ✓lepte↵ vs MW planes in the SM. Re-
sults of SM fits are reported in Table VI, while Figure 4
and Table VII present results obtained in the scenario
with dominant oblique NP contributions, and Table VIII
presents the corresponding results for the SMEFT. Pos-
teriors for all EWPO in the NP scenarios considered are
reported in Table IX.
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A0,c
FB 0.0707± 0.0035 0.07407± 0.00058 0.07387± 0.00059 0.0734± 0.0022
Ab 0.923± 0.020 0.934812± 0.000097 0.934779± 0.000099 0.903± 0.013
Ac 0.670± 0.027 0.66815± 0.00052 0.66796± 0.00053 0.658± 0.020
As 0.895± 0.091 0.935710± 0.000096 0.935676± 0.000097 0.905± 0.012

BRW!`⌫̄` 0.10860± 0.00090 0.108386± 0.000022 0.108380± 0.000022 0.10900± 0.00038
sin2 ✓lepte↵ (HC) 0.23143± 0.00025 0.23142± 0.00013 0.23147± 0.00014 –

Ruc 0.1660± 0.0090 0.172220± 0.000032 0.172222± 0.000032 0.17161± 0.00098

TABLE IV. Posterior distributions for the global fit to all EWPO in the NP scenarios discussed in the text. For the reader’s
convenience we also report experimental data in the first column. The measurements interpreted as determinations of the
e↵ective leptonic weak mixing angle, namely sin2 ✓lepte↵ (Qhad

FB ) and sin2 ✓lepte↵ (HC), are not included in the SMEFT fits.

changes in their correlations as well as mild changes, of
order ten percent, in their uncertainties, whereas the cen-
tral values of the Wilson coe�cients stay approximately
the same. The posterior for the EWPO in this case is
also reported in Tables IV and IX.

In conclusion, recent measurements of mt [1] and
MW [2] are introducing some tensions in global fits of
EW precision observables. In this Letter we have stud-
ied their impact on electroweak precision fits both in the
SM and in some prototype scenarios of NP beyond the
SM. Future EW precision measurements at both the LHC
and the HL-LHC will add to this picture and contribute
to confirm or resolve potential tensions in the SM.

ACKNOWLEDGEMENTS

This work was supported in part by the Ital-
ian Ministry of Research (MIUR) under grant PRIN

20172LNEEZ. The work of J.B. has been supported by
the FEDER/Junta de Andalućıa project grant P18-FRJ-
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APPENDIX ON THE CONSERVATIVE AVERAGE

SCENARIO

In this appendix we present the results of our analy-
sis in the conservative average scenario for mt and MW .
Figure 3 presents the posteriors for di↵erent fits in the
mt vs MW and sin2 ✓lepte↵ vs MW planes in the SM. Re-
sults of SM fits are reported in Table VI, while Figure 4
and Table VII present results obtained in the scenario
with dominant oblique NP contributions, and Table VIII
presents the corresponding results for the SMEFT. Pos-
teriors for all EWPO in the NP scenarios considered are
reported in Table IX.
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changes in their correlations as well as mild changes, of
order ten percent, in their uncertainties, whereas the cen-
tral values of the Wilson coe�cients stay approximately
the same. The posterior for the EWPO in this case is
also reported in Tables IV and IX.

In conclusion, recent measurements of mt [1] and
MW [2] are introducing some tensions in global fits of
EW precision observables. In this Letter we have stud-
ied their impact on electroweak precision fits both in the
SM and in some prototype scenarios of NP beyond the
SM. Future EW precision measurements at both the LHC
and the HL-LHC will add to this picture and contribute
to confirm or resolve potential tensions in the SM.
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APPENDIX ON THE CONSERVATIVE AVERAGE

SCENARIO

In this appendix we present the results of our analy-
sis in the conservative average scenario for mt and MW .
Figure 3 presents the posteriors for di↵erent fits in the
mt vs MW and sin2 ✓lepte↵ vs MW planes in the SM. Re-
sults of SM fits are reported in Table VI, while Figure 4
and Table VII present results obtained in the scenario
with dominant oblique NP contributions, and Table VIII
presents the corresponding results for the SMEFT. Pos-
teriors for all EWPO in the NP scenarios considered are
reported in Table IX.
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EW oblique corrections (here denoted as oblique models)
and the case in which NP is described at the EW scale
by more general e↵ective interactions, taking as proto-
type example the dimension-six SM E↵ective Field The-
ory (SMEFT). Let us first consider a class of NP models
in which the dominant contributions to EWPO are ex-
pected to arise as oblique corrections, i.e. via modifica-
tions of the EW gauge-boson self energies, and can thus
be parameterized in terms of the S, T , and U parameters
introduced in Ref. [47, 48] (or equivalently by the "1,2,3
parameters introduced in refs. [49–51], although, for the
sake of brevity, we consider here only the former set of
parameters). The explicit dependence of the EWPO on
S, T , and U can be found in appendix A of Ref. [52].
If one assumes NP contributions to U to be negligible,
then a prediction for MW can be obtained from all other
EWPO, as reported in Table I, and could reduce the SM
discrepancy with the experimental value of MW to a ten-
sion at the 1.5 � level. This scenario, U ⌧ S, T , is ex-
pected in extensions with heavy new physics where the
SM gauge symmetries are realized linearly in the light
fields, in which case U is generated by interactions of
mass dimension eight, and is then suppressed with re-
spect to S and T , which are given by dimension-six in-
teractions. Alternatively, to describe scenarios where siz-
able contributions to U are generated, we also consider
the case where this parameter is left free. 4 In this case,
since U is only very loosely constrained by �W , MW can-
not be predicted with a reasonable accuracy. At the same
time, this means that the apparent discrepancy with the
new MW measurement can be solved by a nonvanishing
U parameter. In Tables III and VII we report the results
of a global fit, including MW , for the oblique parame-
ters, while the corresponding probability density func-
tions (p.d.f.) are presented in Figs. 2 and 4. We also
report the value of the Information Criterion (IC) [54] of
the fits, compared to the SM one. The posterior for the
EWPO is reported in Tables IV and IX.

Result Correlation Result Correlation
(ICST/ICSM = 25.0/80.2) (ICSTU/ICSM = 25.3/80.2)

S 0.100± 0.073 1.00 0.005± 0.096 1.00
T 0.202± 0.056 0.93 1.00 0.040± 0.120 0.91 1.00
U � � � 0.134± 0.087 �0.65 �0.88 1.00

TABLE III. Results of the global fit of the oblique parameters
to all EWPO in the standard average scenario.

We then relax the assumption of dominant oblique NP
contributions and consider generic heavy NP within the
formalism of the dimension-six SMEFT. Here we work
in the so-called Warsaw basis [55] assuming fermion uni-
versality and, as in the fits presented above, we use the

4 The STU results can also be used to derive constraints in terms
of the three combinations of four dimension-six oblique operators
that a↵ect EWPO, namely S, T,W , and Y [53], via their relation
with the "1,2,3 parameters [53].

{↵, Gµ,MZ} EW input scheme [56]. In the Warsaw ba-
sis, there are a total of ten operators that can modify the
EWPO at leading order, but only eight combinations of
the corresponding Wilson coe�cients can be constrained
by the data in Table II [57, 58]. Using the notation of [55],
these combinations can be written as, e.g. [57]

Ĉ(1)
'f

=C(1)
'f

� Yf

2
C'D, f = l, q, e, u, d, (6)

Ĉ(3)
'f

=C(3)
'f

+
c2
w

4s2
w

C'D +
cw
sw

C'WB , f = l, q, (7)

Ĉll =
1

2
((Cll)1221 + (Cll)2112) = (Cll)1221, (8)

where sw, cw are the sine and cosine of the weak mix-
ing angle, Yf denotes the fermion hypercharge and we
have absorbed the dependence on the cut-o↵ scale of the
SMEFT, ⇤, in the Wilson coe�cients, i.e. the above co-
e�cients carry dimension of [mass]�2. Furthermore, the
e↵ective EW fermion couplings always depend on Ĉll via
the following combinations, fixed by the corresponding
fermionic quantum numbers (see e.g. [59]),

Ĉ(3)
'f

� c2
w

2s2
w

Ĉll and Ĉ(1)
'f

+ Yf Ĉll, (9)

such that the e↵ects of Ĉll cannot be separated from
other operators using only Z-pole observables. The flat
direction can be broken by the W -boson mass, which de-

pends on Ĉ(3)
'l

� Ĉll/2, or any observable sensitive to its
value, e.g. the W -boson width �W . The comparatively
low precision of the experimental measurement of �W

(⇠ 2%) thus results in a weak prediction for MW from
the SMEFT fit, with an uncertainty somewhat below 2
GeV5, see Table I, which can easily fit the experimental
measurement, via a non-zero value of the combination

Ĉ(3)
'l

� Ĉll/2. Indeed, as can be seen in Tables V and
VIII for the standard and conservative scenarios, respec-
tively, the two operators involved in the combination are

strongly correlated between them, but also with Ĉ(1)
'l

.
The latter correlation can be understood from the fact
that the combination Ĉ(1)

'l
+ Ĉ(3)

'l
is the one that directly

corrects the left-handed electron couplings, which is mea-
sured to the permil level. The extraction of this coupling
from data, however, is typically correlated with the one
on the right-handed coupling, sensitive to Ĉ'e, compli-
cating slightly more the correlation pattern in the output
of the global fit. It is, in fact, in the information of the
leptonic operators where one observes the main di↵erence
between the fits using the standard and conservative av-
erages of the experimental values. This is reflected in

5 This only accounts for the SMEFT parametric and SM intrinsic
uncertainties but neglects the uncertainty associated to higher-
order e↵ects in the SMEFT, e.g. from dimension-eight contribu-
tions, which could be evaluated via the methods of [60].
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�

6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can
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As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�

6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can
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As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�

6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can

W mass prediction

• The obvious place to look at… new physics contributing to the gauge boson 
self-energies → Oblique Parameters (S, T,  W,  Y, U,…)

✓ EWPO depend on 3 combinations, traditionally chosen as S, T, U…
✓ …though U is expected to be dim. 8 while S,T arise to dim 6
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Is this new physics? Dimension-6 SMEFT

• Effective Field Theories:

• The SMEFT: SM particles and symmetries at low energies, with the Higgs 
scalar in an SU(2)L doublet  + mass gap with new physics (entering at scale Λ)

• Leading Order (LO) Beyond the SM effects (assuming B & L)  

                          ⇒ Dim-6 SMEFT: 2499 operators

• In this talk, we will follow the conventions of the Warsaw basis:

    ⇒ Only 8 combinations of 10 operators enter at tree-level in the EW fit 

(under the assumption of flavour universal new physics)
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Materials for the talk presented at the FCC physics meeting on Feb. 19 2018.
EFT: E↵ects suppressed by �

q

⇤

�d�4

q = v, E < ⇤

1 Expected precision for EWPO at FCC-ee

Observable Expected uncertainty (Relative uncertainty)

MZ [GeV] 10
�4

(10
�6

)

�Z [GeV] 10
�4

(4 ⇥ 10
�5

)

�
0
had [nb] 5⇥10

�3
(10

�4
)

Re 0.006 (3 ⇥ 10
�4

)

Rµ 0.001 (5 ⇥ 10
�4

)

R⌧ 0.002 (10
�4

)

Rb 0.00006 (3 ⇥ 10
�4

)

Rc 0.00026 (15 ⇥ 10
�4

)

Table 1: Expected sensitivities to Z-lineshape parameters and normalized partial decay widths.
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Is this new physics? Dimension-6 SMEFT

• SMEFT operators and the EW fit (in the {α,GF,MZ} EW input scheme): 

✓ Bosonic operators: contribute to oblique corrections

✓ Non-oblique corrections to EW Vff couplings (7 operators)

✓ Also sensitive to.                              through indirect effects: the 
extraction of GF from µ decay is corrected by: 

4040
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Materials for the talk at the 1st FCC physics workshop. See also the materials for other talks from
2016.
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Is this new physics? Dimension-6 SMEFT

• SMEFT operators and the EW fit (in the {α,GF,MZ} EW input scheme): 

✓ Fit combinations:

✓ Z-pole/EW couplings (7) depend on:

✓ W mass/width depend on:

and breaks the degeneracy (the other 2 degeneracies in this basis can be 
solved with Higgs or diBoson data)

4141

4

EW oblique corrections (here denoted as oblique models)
and the case in which NP is described at the EW scale
by more general e↵ective interactions, taking as proto-
type example the dimension-six SM E↵ective Field The-
ory (SMEFT). Let us first consider a class of NP models
in which the dominant contributions to EWPO are ex-
pected to arise as oblique corrections, i.e. via modifica-
tions of the EW gauge-boson self energies, and can thus
be parameterized in terms of the S, T , and U parameters
introduced in Ref. [47, 48] (or equivalently by the "1,2,3
parameters introduced in refs. [49–51], although, for the
sake of brevity, we consider here only the former set of
parameters). The explicit dependence of the EWPO on
S, T , and U can be found in appendix A of Ref. [52].
If one assumes NP contributions to U to be negligible,
then a prediction for MW can be obtained from all other
EWPO, as reported in Table I, and could reduce the SM
discrepancy with the experimental value of MW to a ten-
sion at the 1.5 � level. This scenario, U ⌧ S, T , is ex-
pected in extensions with heavy new physics where the
SM gauge symmetries are realized linearly in the light
fields, in which case U is generated by interactions of
mass dimension eight, and is then suppressed with re-
spect to S and T , which are given by dimension-six in-
teractions. Alternatively, to describe scenarios where siz-
able contributions to U are generated, we also consider
the case where this parameter is left free. 4 In this case,
since U is only very loosely constrained by �W , MW can-
not be predicted with a reasonable accuracy. At the same
time, this means that the apparent discrepancy with the
new MW measurement can be solved by a nonvanishing
U parameter. In Tables III and VII we report the results
of a global fit, including MW , for the oblique parame-
ters, while the corresponding probability density func-
tions (p.d.f.) are presented in Figs. 2 and 4. We also
report the value of the Information Criterion (IC) [54] of
the fits, compared to the SM one. The posterior for the
EWPO is reported in Tables IV and IX.

Result Correlation Result Correlation
(ICST/ICSM = 25.0/80.2) (ICSTU/ICSM = 25.3/80.2)

S 0.100± 0.073 1.00 0.005± 0.096 1.00
T 0.202± 0.056 0.93 1.00 0.040± 0.120 0.91 1.00
U � � � 0.134± 0.087 �0.65 �0.88 1.00

TABLE III. Results of the global fit of the oblique parameters
to all EWPO in the standard average scenario.

We then relax the assumption of dominant oblique NP
contributions and consider generic heavy NP within the
formalism of the dimension-six SMEFT. Here we work
in the so-called Warsaw basis [55] assuming fermion uni-
versality and, as in the fits presented above, we use the

4 The STU results can also be used to derive constraints in terms
of the three combinations of four dimension-six oblique operators
that a↵ect EWPO, namely S, T,W , and Y [53], via their relation
with the "1,2,3 parameters [53].

{↵, Gµ,MZ} EW input scheme [56]. In the Warsaw ba-
sis, there are a total of ten operators that can modify the
EWPO at leading order, but only eight combinations of
the corresponding Wilson coe�cients can be constrained
by the data in Table II [57, 58]. Using the notation of [55],
these combinations can be written as, e.g. [57]
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Ĉll =
1

2
((Cll)1221 + (Cll)2112) = (Cll)1221, (8)

where sw, cw are the sine and cosine of the weak mix-
ing angle, Yf denotes the fermion hypercharge and we
have absorbed the dependence on the cut-o↵ scale of the
SMEFT, ⇤, in the Wilson coe�cients, i.e. the above co-
e�cients carry dimension of [mass]�2. Furthermore, the
e↵ective EW fermion couplings always depend on Ĉll via
the following combinations, fixed by the corresponding
fermionic quantum numbers (see e.g. [59]),

Ĉ(3)
'f

� c2
w

2s2
w

Ĉll and Ĉ(1)
'f

+ Yf Ĉll, (9)

such that the e↵ects of Ĉll cannot be separated from
other operators using only Z-pole observables. The flat
direction can be broken by the W -boson mass, which de-

pends on Ĉ(3)
'l

� Ĉll/2, or any observable sensitive to its
value, e.g. the W -boson width �W . The comparatively
low precision of the experimental measurement of �W

(⇠ 2%) thus results in a weak prediction for MW from
the SMEFT fit, with an uncertainty somewhat below 2
GeV5, see Table I, which can easily fit the experimental
measurement, via a non-zero value of the combination

Ĉ(3)
'l

� Ĉll/2. Indeed, as can be seen in Tables V and
VIII for the standard and conservative scenarios, respec-
tively, the two operators involved in the combination are

strongly correlated between them, but also with Ĉ(1)
'l

.
The latter correlation can be understood from the fact
that the combination Ĉ(1)

'l
+ Ĉ(3)

'l
is the one that directly

corrects the left-handed electron couplings, which is mea-
sured to the permil level. The extraction of this coupling
from data, however, is typically correlated with the one
on the right-handed coupling, sensitive to Ĉ'e, compli-
cating slightly more the correlation pattern in the output
of the global fit. It is, in fact, in the information of the
leptonic operators where one observes the main di↵erence
between the fits using the standard and conservative av-
erages of the experimental values. This is reflected in

5 This only accounts for the SMEFT parametric and SM intrinsic
uncertainties but neglects the uncertainty associated to higher-
order e↵ects in the SMEFT, e.g. from dimension-eight contribu-
tions, which could be evaluated via the methods of [60].
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Ĉ(3)
'l
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erages of the experimental values. This is reflected in

5 This only accounts for the SMEFT parametric and SM intrinsic
uncertainties but neglects the uncertainty associated to higher-
order e↵ects in the SMEFT, e.g. from dimension-eight contribu-
tions, which could be evaluated via the methods of [60].

4

EW oblique corrections (here denoted as oblique models)
and the case in which NP is described at the EW scale
by more general e↵ective interactions, taking as proto-
type example the dimension-six SM E↵ective Field The-
ory (SMEFT). Let us first consider a class of NP models
in which the dominant contributions to EWPO are ex-
pected to arise as oblique corrections, i.e. via modifica-
tions of the EW gauge-boson self energies, and can thus
be parameterized in terms of the S, T , and U parameters
introduced in Ref. [47, 48] (or equivalently by the "1,2,3
parameters introduced in refs. [49–51], although, for the
sake of brevity, we consider here only the former set of
parameters). The explicit dependence of the EWPO on
S, T , and U can be found in appendix A of Ref. [52].
If one assumes NP contributions to U to be negligible,
then a prediction for MW can be obtained from all other
EWPO, as reported in Table I, and could reduce the SM
discrepancy with the experimental value of MW to a ten-
sion at the 1.5 � level. This scenario, U ⌧ S, T , is ex-
pected in extensions with heavy new physics where the
SM gauge symmetries are realized linearly in the light
fields, in which case U is generated by interactions of
mass dimension eight, and is then suppressed with re-
spect to S and T , which are given by dimension-six in-
teractions. Alternatively, to describe scenarios where siz-
able contributions to U are generated, we also consider
the case where this parameter is left free. 4 In this case,
since U is only very loosely constrained by �W , MW can-
not be predicted with a reasonable accuracy. At the same
time, this means that the apparent discrepancy with the
new MW measurement can be solved by a nonvanishing
U parameter. In Tables III and VII we report the results
of a global fit, including MW , for the oblique parame-
ters, while the corresponding probability density func-
tions (p.d.f.) are presented in Figs. 2 and 4. We also
report the value of the Information Criterion (IC) [54] of
the fits, compared to the SM one. The posterior for the
EWPO is reported in Tables IV and IX.

Result Correlation Result Correlation
(ICST/ICSM = 25.0/80.2) (ICSTU/ICSM = 25.3/80.2)

S 0.100± 0.073 1.00 0.005± 0.096 1.00
T 0.202± 0.056 0.93 1.00 0.040± 0.120 0.91 1.00
U � � � 0.134± 0.087 �0.65 �0.88 1.00

TABLE III. Results of the global fit of the oblique parameters
to all EWPO in the standard average scenario.

We then relax the assumption of dominant oblique NP
contributions and consider generic heavy NP within the
formalism of the dimension-six SMEFT. Here we work
in the so-called Warsaw basis [55] assuming fermion uni-
versality and, as in the fits presented above, we use the

4 The STU results can also be used to derive constraints in terms
of the three combinations of four dimension-six oblique operators
that a↵ect EWPO, namely S, T,W , and Y [53], via their relation
with the "1,2,3 parameters [53].

{↵, Gµ,MZ} EW input scheme [56]. In the Warsaw ba-
sis, there are a total of ten operators that can modify the
EWPO at leading order, but only eight combinations of
the corresponding Wilson coe�cients can be constrained
by the data in Table II [57, 58]. Using the notation of [55],
these combinations can be written as, e.g. [57]

Ĉ(1)
'f

=C(1)
'f

� Yf

2
C'D, f = l, q, e, u, d, (6)

Ĉ(3)
'f

=C(3)
'f

+
c2
w

4s2
w

C'D +
cw
sw

C'WB , f = l, q, (7)

Ĉll =
1

2
((Cll)1221 + (Cll)2112) = (Cll)1221, (8)

where sw, cw are the sine and cosine of the weak mix-
ing angle, Yf denotes the fermion hypercharge and we
have absorbed the dependence on the cut-o↵ scale of the
SMEFT, ⇤, in the Wilson coe�cients, i.e. the above co-
e�cients carry dimension of [mass]�2. Furthermore, the
e↵ective EW fermion couplings always depend on Ĉll via
the following combinations, fixed by the corresponding
fermionic quantum numbers (see e.g. [59]),

Ĉ(3)
'f

� c2
w

2s2
w

Ĉll and Ĉ(1)
'f

+ Yf Ĉll, (9)

such that the e↵ects of Ĉll cannot be separated from
other operators using only Z-pole observables. The flat
direction can be broken by the W -boson mass, which de-

pends on Ĉ(3)
'l

� Ĉll/2, or any observable sensitive to its
value, e.g. the W -boson width �W . The comparatively
low precision of the experimental measurement of �W

(⇠ 2%) thus results in a weak prediction for MW from
the SMEFT fit, with an uncertainty somewhat below 2
GeV5, see Table I, which can easily fit the experimental
measurement, via a non-zero value of the combination

Ĉ(3)
'l

� Ĉll/2. Indeed, as can be seen in Tables V and
VIII for the standard and conservative scenarios, respec-
tively, the two operators involved in the combination are

strongly correlated between them, but also with Ĉ(1)
'l

.
The latter correlation can be understood from the fact
that the combination Ĉ(1)

'l
+ Ĉ(3)

'l
is the one that directly

corrects the left-handed electron couplings, which is mea-
sured to the permil level. The extraction of this coupling
from data, however, is typically correlated with the one
on the right-handed coupling, sensitive to Ĉ'e, compli-
cating slightly more the correlation pattern in the output
of the global fit. It is, in fact, in the information of the
leptonic operators where one observes the main di↵erence
between the fits using the standard and conservative av-
erages of the experimental values. This is reflected in

5 This only accounts for the SMEFT parametric and SM intrinsic
uncertainties but neglects the uncertainty associated to higher-
order e↵ects in the SMEFT, e.g. from dimension-eight contribu-
tions, which could be evaluated via the methods of [60].
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✓ SM tension with the W mass more apparent when looking at individual fits 
to the operators modifying that observable
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6

Result Correlation Matrix
(ICSMEFT/ICSM = 31.8/79.7)

Ĉ(1)
'l

�0.007± 0.011 1.00

Ĉ(3)
'l

�0.042± 0.015 �0.68 1.00

Ĉ'e �0.017± 0.009 0.48 0.04 1.00

Ĉ(1)
'q �0.018± 0.044 �0.02 �0.06 �0.13 1.00

Ĉ(3)
'q �0.113± 0.043 �0.03 0.04 �0.16 �0.37 1.00

Ĉ'u 0.090± 0.150 0.06 �0.04 0.04 0.61 �0.77 1.00
Ĉ'd �0.630± 0.250 �0.13 �0.05 �0.30 0.40 0.58 �0.04 1.00
Ĉll �0.022± 0.028 �0.80 0.95 �0.10 �0.06 �0.01 �0.04 �0.05 1.00

TABLE V. Results from the dimension-six SMEFT fit in the standard average scenario. The values of the Wilson coe�cients
Ĉi are given in units of TeV�2. (For a correct comparison, the IC value for the SM in this table, ICSM, has been recomputed
using the same observables included in the SMEFT fit.)
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FIG. 3. Same as Figure 1 in the conservative average scenario.
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FIG. 4. Same as Figure 2 for the conservative average scenario.
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�

6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can
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Model CHD Cll C
(3)
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Table 3. Operators generated at the tree level by the single-field extensions listed in the first column,
which can make tree-level contributions to mW . The coefficients of the operators are given by the
squares of the corresponding coupling � divided by the corresponding M

2. We denote the top, bottom
and tau Yukawa couplings by yt, yb and y⌧ , respectively.

Figure 6. The horizontal bars show the mass limits (in TeV) at the 68 and 95% CL for the models
described in Table 2, setting the corresponding couplings to unity. The coupling limits obtained when
setting the mass to 1 TeV are listed in Table 4.

Fig. 6 displays the constraints we find on the single-field extensions of the SM catalogued
in Table 2. The salmon and ochre bars show the mass limits (in TeV) for these models at
the 68% and 95% CL, respectively, setting the corresponding model couplings to unity.
Numerical results are collected in Table 4, where we also quote the limits on the couplings
assuming that the mass of the additional field is 1 TeV. The rows of the Table are ordered
according to decreasing values of the pulls.

The three single-field extensions of the SM that fit best the CDF and other data are
models W1, B and ⌅, which are all SU(3) singlets and SU(2) triplets, but differ in their
spins and hypercharge (spin 1 with unit hypercharge, spin 1 with zero hypercharge, and
spin 0 with zero hypercharge, respectively). Each of these models exerts a pull of about 6.4

– 10 –

relative to the SM. The next best models are N , which is a singlet fermion, also known as a
sterile neutrino or heavy neutral lepton, which is a zero-hypercharge singlet of both SU(3)
and SU(2), and S1, which is a singlet scalar with non-zero hypercharge. These models exert
pulls of about 5 relative to the SM. Finally, we note that model E, which is a singlet fermion
with non-zero hypercharge, exerts a pull of about 3.5. These are the models in Table 3 that
generate non-zero coefficients for either C(3)

Hl
or CHD with the negative sign that is indicated

by the individual fits in Fig. 3. The other single-field extensions do not improve upon the
SM fit, either because they do not contribute to either of these operator coefficients, or
because their contributions have the disfavoured sign. Table 4 lists the central values and
68% and 95% CL ranges of the masses of the extra fields that give better fits than the
SM, assuming that their couplings are unity, and the 68% CL ranges of their couplings,
assuming a mass of 1 TeV. We see that if the coupling in one of these models is of order
unity the mass is large enough for the leading-order SMEFT analysis employed here to be
consistent, and this would probably be the case even if the coupling is O(0.1).

Model Pull Best-fit mass 1-� mass 2-� mass 1-� coupling2

(TeV) range (TeV) range (TeV) range
W1 6.4 3.0 [2.8, 3.6] [2.6, 3.8] [0.09, 0.13]
B 6.4 2.9 [2.8, 3.1] [2.7, 3.2] [0.011, 0.017]
⌅ 6.4 2.9 [2.8, 3.1] [2.7, 3.2] [0.011, 0.017]
N 5.1 4.4 [4.1, 5.0] [3.8, 5.8] [0.040, 0.060]
S1 4.8 6.6 [5.9, 7.4] [5.4, 8.5] [0.018, 0.028]
E 3.5 5.8 [5.1, 6.8] [4.6, 8.5] [0.022, 0.039]

Table 4. Single-field models that can improve on the SM fit when the CDF measurement of mW

is included, showing their respective pulls, the best-fit masses and their 1- and 2-� ranges assuming
unit couplings, and the 1-� coupling ranges assuming masses of 1 TeV.

5 Prospects for Direct Detection of New Particles at the LHC

The single-field extension that gives the best fit, W1, is an isospin triplet vector boson with
non-zero hypercharge, which is not a common feature of unified gauge theories. The next-
best fit introduces B, a singlet vector boson with zero hypercharge known as a Z

0, and ⌅,
a spin-zero isotriplet boson with zero hypercharge, which is a type of field that appears in
some extended Higgs sectors (see, e.g., [22]). Among the other fields that could improve on
the SM fit, N and E are singlet fermions with zero and non-zero hypercharges, respectively,
and the N field could be identified with a singlet heavy neutral lepton field. Finally, the S1

field is a singlet scalar with non-zero hypercharge.
The particles that could best explain the new W mass measurement, the vector and

scalar triplets W1 and ⌅ and the vector B, would have masses around 3 TeV for a coupling
that is O(1). In such a case these particles would be kinematically accessible at the LHC,
with a guaranteed production mechanism via their electroweak couplings. Moreover, as the

– 11 –

Selected scenarios explaining W mass anomaly at tree level
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FIG. 1. Posterior from a global fit of all EWPO in the SM in the mt vs. MW (top) and sin2 ✓lepte↵ vs. MW (bottom) planes,
superimposed to the posteriors obtained omitting di↵erent observables from the fit in the standard average scenario. Dark
(light) regions correspond to 68% (95%) probability ranges. Direct measurements are shown in grey. The corresponding results
in the conservative average scenario are presented in Figure 3.

As in the top-quark mass case, there is however a sig-
nificant tension between the new CDF measurement and
the other measurements that enter in the calculation of
Eq. (5), with �2/ndof = 3.59. Therefore, in a conserva-
tive average, we inflate the error on MW to 0.015 GeV.

We then perform a series of fits to the di↵erent EWPO
using both the standard (see Eqs. 4 and 5) and conser-
vative assumptions for the uncertainties of the top-quark
and W -boson masses. 3 (Although we will discuss both
scenarios throughout the text, in most of the tables and
figures in the main text we will report the results per-
taining to the standard average. The results for the con-
servative average scenario are shown in the appendix.)
In particular, we are interested in comparing the new
averages with the corresponding predictions obtained in
the SM. For that purpose we first perform a pure SM fit
of all EWPO, excluding the experimental input for MW

and, from the posterior of such fit, we compute the SM
prediction for MW . The results are shown in Table I,
where we also compare with the combined MW values in
each scenario via the 1D pull, computed as explained in
Ref. [5]. As it is apparent, there exists a significant 6.5�

6.9 MeV, the total CDF systematic uncertainty [2]. In particu-
lar, the combined uncertainty ranges between 7.7 and 8.4 MeV,
whereas the central values can change by slightly less than 1 �.
Thus, waiting for an o�cial combination of LHC and TeVatron
results, we take the result in Eq. 5 as our best estimate of MW .

3 Unlike in Ref. [5], we do not consider an inflated uncertainty
for the Higgs-boson mass in the conservative scenario since, as
noted in that reference, this has little impact on the output of
the EW fit. We thus use mH = (125.21 ± 0.12) GeV in all the
fits presented here.

discrepancy with the SM in the standard average, which
persists at the level of 3.7� even in the conservative sce-
nario, due to the large di↵erence between the new CDF
measurement and the SM prediction.

Model Pred. MW [GeV] Pull Pred. MW [GeV] Pull
standard average conservative average

SM 80.3499± 0.0056 6.5� 80.3505± 0.0077 3.7�
ST 80.366± 0.029 1.6� 80.367± 0.029 1.4�
STU 80.32± 0.54 0.2� 80.32± 0.54 0.2�

SMEFT 80.66± 1.68 �0.1� 80.66± 1.68 �0.1�

TABLE I. Predictions and pulls for MW in the SM, in the
oblique NP models and in the SMEFT, using the standard
and conservative averaging scenarios. The predictions are
obtained without using the experimental information on MW .
See text for more details.

In Tables II and VI we present, in addition to the
experimental values for all EWPO used, the posterior
from the global fit, the prediction of individual parame-
ters/observables obtained omitting the corresponding ex-
perimental information, the indirect determination of SM
parameters obtained solely from EWPO, and the full pre-
diction obtained using only the experimental information
on SM parameters. For the individual prediction, indi-
rect determination and for the full prediction we also
report the pull for each experimental result. In this re-
gard, from the individual indirect determination of the
SM parameters in Table II, one can observe how the ten-
sions introduced by the new measurements in the SM fit
result into sizable pulls for the di↵erent SM inputs, at

the level of 4 � (6 �) for �↵(5)
had(MZ) and mH (MZ and

mt). Each pull can be converted in a p-value, and the
global consistency of the SM in the EWPO domain can
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Interplay with other measurements

• The required NP SMEFT contributions is not very large (from 
the point of view of the NP interaction scale) but still could spoil 
the agreement with the SM of other precision measurements 
outside the EW fit, e.g. CKM unitarity (O(0.07%) precision)

Model Pred. Ab,0
FB Pull Pred. Ab,0

FB Pull
standard average conservative average

SM 0.10337± 0.00032 �2.3 � 0.10325± 0.00034 �2.2 �

Table 3: Predictions and pulls for MW in the SM, in the oblique NP models and in the SMEFT,
using the standard and conservative averaging scenarios. The predictions are obtained without
using the experimental information on MW . See text for more details.
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Figure 1. The resulting values of �mW = mW � mSM
W

when turning on Ĉ(3)
Hl

, Ĉll, and all Wilson
coefficients that are probed by EWPO. The red bars indicated the predicted �mW from the EWPO
fit, while the blue bars show the resulting �mW after inclusion of �CKM. The shown values of ��2,
denote the differences in the minimum �2 between the blue and red points. The SM prediction and world
average, taken from Ref. [12], are depicted by the green and orange bands, respectively.

Result Result with CKM
Ĉ(1)
'l

�0.007± 0.011 �0.013± 0.009

Ĉ(3)
'l

�0.042± 0.015 �0.034± 0.014

Ĉ'e �0.017± 0.009 �0.021± 0.009

Ĉ(1)
'q �0.0181± 0.044 �0.048± 0.04

Ĉ(3)
'q �0.114± 0.043 �0.041± 0.015

Ĉ'u 0.086± 0.154 �0.12± 0.11

Ĉ'd �0.626± 0.248 �0.38± 0.22

C� �0.19± 0.09 �0.027± 0.011

Table 2. Results from the dimension-six SMEFT fit of Ref. [12], before and after the inclusion of �CKM.
All Wilson coefficients are given in units of TeV�2.

while the values of the other Wilson coefficients return to their original value given in the second
column of Table 2. However, care must be taken that such values of C(3)

lq
are not excluded by

LHC constraints [38–42]. In particular, Ref. [43] analysed 8 TeV pp ! ll data from [44] in the
SMEFT at dimension-8. Limiting the analysis to MFV dimension-six operators, we find

C(3)
lq

= �(0.028± 0.028)TeV�2 (Single coupling, 95%C.L.) ,

C(3)
lq

= �(0.05± 0.1)TeV�2 (Global fit, 95%C.L.) , (3.7)

when in the first line only C(3)
lq

is turned on, while in second line seven operators were turned

– 5 –

Both sets of constraints can however be 
decoupled by removing the U(3)5

assumption 

V. Cirigliano et al., Phys.Rev.D 106 (2022) 7, 075001 
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Is this new physics? Dimension-6 SMEFT

• SMEFT operators and the EW fit (in the {α,GF,MZ} EW input scheme): 
✓ Fit results under general flavor assumptions (units of TeV-2):

✓ All Wilson coefficients can still be constrained with available EW data
✓ ΔCKM corrected by other weakly constrained operators, e.g. Oφud (RH CC) 
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[Quark results x 0.1]

Still, the message is the importance of being global in SMEFT analyses,  
and include all observables of comparable precision to keep track of correlated modifications

fit
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HEP

Global fit
1-operator fits



Is this new physics? Dimension-6 SMEFT

• SMEFT operators and the EW fit (in the {α,GF,MZ} EW input scheme): 
✓ Fit results under general flavor assumptions.  Allowed coupling deviations:

✓ All couplings can still be constrained with available EW data
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•            functionality is not restricted to the model/observables 
already implemented in the code

• Users can add new models and/or observables as external modules
• You just need to know a little C++. See backup slides for details

your observable

SUSY 2HDM

SM

Effective 
Lagrangian

your model

Model

Obs ThObservable

Br(B ! Xs�) …

(base class)

…

…
…

fit
1

HEP

Bayesian Analysis Toolkit

The            codefit
1

HEP
If you are interested in the EW fit for other models

Or to combine with different observables
fit

1

HEP
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• The EW precision data fit has been traditionally a powerful tool to test the 
consistency of the SM and constrain new physics

• While MW has been in some tension for a while, the new CDF measurement, 
with the same central value but a much smaller error increases this tension to
✓ 6.5σ/3.7σ if taking all uncertainties at face value/accounting for the possibility 

of underestimated systematics → largest tension in the EW fit

• The new CMS mt measurement also pushes the mt average towards smaller 
values, slightly increasing the tension in the EW fit

✓ Impossible to reconcile the SM with MW within reasonable values of mt 

• Is this new physics? 
✓ Easily explained in terms of new physics contributing to the T parameter or 

other SMEFT operators. Easy to explain within simple specific models.
✓ Careful: In presence of a (isolated) tension, global SMEFT analyses combining 

EW, Higgs, Top, Flavor are even more relevant from model-building point of 
view 
‣ E.g. Some directions of SMEFT EW fit not consistent with CKM unitarity 
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Backup slides
Adding your own models/observables 
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Adding your model and Observables to
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fit
1

HEP

• Check template in examples/myModel

• In myModel.h: 

Extend the SM (typically) or, if more convenient, 
the NPBase model, or the NPd6SMEFT model, …

Define number and variables for model 
parameters and get methods
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• In myModel.cpp: 

Assign names to parameters and link to variables

Link to parameter names to variables and values 
in the setParameter method

Adding your model and Observables to fit
1

HEP
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• Finally register the model in the “Model Factory”in 
myModel_MCMC.cpp: 

• Custom Observables do not depend on having a custom model 
or not. Defined as functions of parameters already defined in a HEPfit 
model, in a custom model or a combination of both

• Need to be added to the ThObsFactory, e.g. in 
myModel_MCMC.cpp

Require argument

Do not require extra arguments

Adding your model and Observables to fit
1

HEP
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