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Observation of Triple J/ψ Production
✦ Recent result [arXiv:2111.05370], accepted by Nature Phys. 
✦ Dominated by DPS (~80%)  

and TPS (~20%); SPS  
contribution is small

๏ First time TPS is directly accessed experimentally


✦ Observed 6 events in the J/ψ(μμ) mode, with the background of 
1.0+1.4-0.8 events

๏ Shape analysis results is a 6.8σ observation

๏ Measured cross section: 

σfid(pp → J/ψJ/ψJ/ψ + X) = 272+141
−104 (stat) ± 17 (syst) fb

3
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Figure 1: Leading-order diagrams for inclusive triple-J/y production in pp collisions via SPS
(upper), DPS (middle), and TPS (lower) processes. The leftmost diagrams show triple prompt-
J/y processes. The remaining diagrams show (left to right) final states with increasing contri-
butions of nonprompt J/y mesons from beauty hadron decays. The symbols s

ipjnp
NPS identify the

number (i and j) of prompt (p) and nonprompt (np) contributions to the cross section of each
diagram.

tor acceptance and efficiency. The analysis of the 6µ final state offers a very clean experimental
signature for inclusive triple-J/y production, comprising prompt and nonprompt components.

Experimental setup
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and
strip tracker, a lead tungstate crystal electromagnetic calorimeter, and a brass and scintillator
hadron calorimeter, each composed of a barrel and two endcap sections. Forward calorimeters
extend the h coverage provided by the barrel and endcap detectors. Muons are measured over
the range |h| < 2.4 in gas-ionization detectors, embedded in the steel flux-return yoke outside
the solenoid, made using three technologies: drift tubes, cathode strip chambers, and resistive
plate chambers. A more detailed description of the CMS detector can be found in Ref. [33].

Events of interest are selected using a two-tiered trigger system. The first trigger level, com-
posed of custom hardware processors, uses information from the calorimeters and muon de-
tectors to select events at a rate of around 100 kHz with a fixed latency of about 4 µs [34]. The
second level (or high-level trigger, HLT) consists of a farm of processors running a version of
the full event reconstruction software optimized for fast processing, and reduces the event rate
to around 1 kHz before data storage [35]. The present analysis employs an HLT that requires
three muons, each having pT > 3.5 GeV for |h| < 1.2 (barrel) or pT > 2.5 GeV for 1.2 < |h| < 2.4
(endcap). In addition, the event must have at least one pair of oppositely charged muons
with invariant mass between 2.80 and 3.35 GeV that originate from a common vertex with a
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Cross section measurement
The signal yield is extracted with a three-dimensional unbinned extended maximum likelihood
fit of the mµ+µ� distributions of all J/y candidates in the event over the 2.9 < mµ+µ� < 3.3 GeV
range. The expected J/y mass peaks are modeled with a Gaussian function with mean fixed
to their nominal value (mJ/y = 3.097 GeV) [32] and the root-mean-square (RMS) width fixed to
the resolution derived from the MC simulation (sm ⇡ 30 MeV). Given the very low number
of events passing the selection, the mass mean and RMS width of the J/y mesons cannot be
left as free parameters in the fit. The dimuon background is described with an exponential
function [24, 42–45]. The fit has eight free parameters for the yields given by the combination
of each of the three J/y candidates as being either signal or background. The extracted signal
yield (red shaded areas in the mµ+µ� distributions of Fig. 2) corresponds to N

3J/y
sig = 5.0+2.6

�1.9

triple-J/y events, with 1.0+1.4
�0.8 background events. The statistical significance of the signal is

evaluated using various methods. From the likelihood ratio of two fits (background-only im-
posing N

3J/y
sig = 0, and the default signal-plus-background), with the standard asymptotic for-

mula [46] assuming that the conditions to apply Wilks’ theorem [47] are satisfied, a significance
of 6.7 standard deviations (std. dev.) is obtained. The significance derived assuming a Poisson
counting experiment yields 5.8 std. dev., and it is found to be above 5.5 std. dev. by using MC
pseudoexperiments.
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Figure 2: Invariant mass distributions for the three µ+µ� pairs, ordered (left to right) by de-
creasing pair pT, in the selected events. The data are represented by the points with the vertical
bars showing the (Poisson) statistical uncertainties. The solid (dotted) curve shows the overall
fit to the data (in the extended mass range), and the red shaded area the fitted signal yield.

To cross-check the size of the combinatorial background derived from the fit, two tests are car-
ried out. First, the fit is repeated over the extended dimuon mass range [2.5–3.3] GeV for the
two subleading J/y mesons (dotted curves in Fig. 2). This mass range corresponds to an asym-
metric window of about [�20sm,+7sm] around the J/y nominal mass that, as aforementioned,
covers lower dimuon masses where the background, if any, should be larger. The obtained
signal yield is fully consistent with the default result. A second test is performed whereby the
OS requirement is removed to allow also for same-sign dimuon combinations (µ±µ±) for the
two subleading pairs. After applying the rest of the selection criteria of the default analysis, no
triplet events containing same-sign muon pairs are observed.

In order to estimate the average prompt and nonprompt contributions in the triple-J/y events,
the proper decay-length of each J/y is calculated as L

J/y = (mJ/y /p
J/y
T ) L

J/y
xy , where L

J/y
xy = (~r ·

~pT
J/y)/|pJ/y

T | is the transverse distance between the J/y decay vertex and the PV (~r is the vector
from the PV to the J/y vertex). Prompt J/y mesons are defined as those having L

J/y < 60 µm.
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are extracted with the tag-and-probe method using correction factors from the large inclusive
J/y ! µ+µ� data samples used in Ref. [40]. Since they depend on the pT and h of the muons,
the corrections are propagated to the final cross section via two-dimensional maps, yielding
eid ereco = 0.78. The trigger efficiency is found to be etrig = 0.84 from a study of the MC
samples.

Table 2: Definition of the fiducial phase space for the triple-J/y cross section measurement.

For all muons pT > 3.5 GeV for |h| < 1.2
pT > 2.5 GeV for 1.2 < |h| < 2.4

For all J/y mesons pT > 6 GeV and |y| < 2.4
2.9 < mµ+µ� < 3.3 GeV

The impact on the extracted cross section of the choice of functions used to reproduce the
shapes of the signal and background dimuon invariant masses is studied. For the signal, the
Gaussian distribution is changed to a Crystal-Ball function [49] as well as to a Gaussian func-
tion with the RMS width left to vary in the fit. The background shape is changed from the
default exponential to first- and zeroth-order polynomials. The relative differences in the cross
sections obtained from the alternative modeling for signal and background are 0.8 and 3.4%,
respectively, and are assigned as corresponding systematic uncertainties. Uncertainties arising
from the muon reconstruction and identification efficiencies are derived by allowing the tag-
and-probe correction factors for each (pT, h) bin to vary within their precision, and checking
the effect on the extracted cross section. The maximal variation observed is ±1.0%. Varying
the relative composition of double- and single-J/y meson production in the MC event sample
used for the determination of the trigger efficiency leads to a 3.4% propagated uncertainty. Un-
certainties of 1.6% and 3.0% are added from the integrated luminosity measurement [50–52],
and from the simulated signal sample size, respectively. The uncertainty in the BJ/y!µ+µ� =

(5.961 ± 0.033)% value [32] propagates into a 1.7% uncertainty in the cross section. The total
systematic uncertainty of the measured cross section is 6.2%, obtained by adding all individual
sources in quadrature (Table 3). The measured cross section for triple-J/y production, within
the fiducial region defined in Table 2, is s(pp ! J/yJ/yJ/y X) = 272+141

�104 (stat) ± 17 (syst) fb.

Table 3: Relative contributions to the systematic uncertainty of the s(pp ! J/y J/y J/y X)
measurement. The last row gives the sum in quadrature of all components.

Source Relative uncertainty
J/y meson signal shape 0.8%
Dimuon continuum background shape 3.4%
Muon reconstruction and identification 1.0%
Trigger efficiency 3.4%
MC sample size 3.0%
Integrated luminosity 1.6%
Dimuon branching fraction 1.7%

Total 6.2%

Discussion
The total inclusive triple-J/y cross section is expected to correspond to the sum of the contri-
butions from the SPS, DPS, and TPS processes schematically shown in Fig. 1, each of which

Fiducial phase space:

http://arxiv.org/pdf/2111.05370
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Effective DPS Cross Section
✦ Definition of effective nPS cross section is given by:


✦ Using fiducial cross section and  as 
calculated in [arXiv:1612.05582] yields , 
in line with double-quarkonium measurements
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Table 4: Predictions for single-, double-, and triple-J/y production cross sections in SPS pro-
cesses, which pass the fiducial criteria listed in Table 2, derived from the HELAC-ONIA (HO)
and MADGRAPH5 aMC@NLO (MG5NLO) matrix element calculators, complemented with the
PYTHIA 8 (PY8) parton shower, as described in the text.

SPS single-J/y production SPS double-J/y production SPS triple-J/y production

HO(DATA) MG5NLO+PY8 HO(NLO*) HO(LO)+PY8 MG5NLO+PY8 HO(LO) HO(LO)+PY8 HO(LO)+PY8 MG5NLO+PY8

s
1p
SPS s

1np
SPS s

2p
SPS s

1p1np
SPS s

2np
SPS s

3p
SPS s

2p1np
SPS s

1p2np
SPS s

3np
SPS

570 ± 57 nb 600+130
�220 nb 40+80

�26 pb 24+35
�16 fb 430+95

�130 pb < 5 ab 5.2+9.6
�3.3 fb 14+17

�8 ab 12 ± 4 fb

collisions at 7 TeV [43, 55], including all feed-down contributions from decays of heavier char-250

monium resonances. For the double and triple prompt-J/y processes, the HELAC-ONIA calcu-251

lations include only the y(2S) feed-down because the cc decay contribution is only a few per-252

cent. All predictions for cross sections of nonprompt J/y meson production in beauty hadron253

decays (s1np
SPS , s

2np
SPS , s

3np
SPS ) have been obtained with MADGRAPH5 aMC@NLO (v.2.6.6) [56] matrix254

elements, scaled by a factor of 1.15 to account for next-to-next-to-leading-order bb cross section255

corrections [4], combined with the PYTHIA 8.244 generator for parton shower and decays (in-256

cluding all feed-down quarkonium contributions) [53]. Mixed prompt plus nonprompt cross257

sections (sXpYn
SPS ) are obtained from J/y + bb events generated with HELAC-ONIA at LO in258

the color-singlet model interfaced with PYTHIA 8.244 for the b-quarks fragmentation into non-259

prompt J/y mesons. The uncertainties include the (dominant) theoretical scale dependence and260

the (subdominant) PDF uncertainties of the CT14NLO set [57], except for the single prompt-J/y261

predictions that have a better precision because they are determined with an explicit fit of the262

NRQCD predictions to the LHC data [54] and have an associated 10% uncertainty of experi-263

mental origin. All these sources are treated as uncorrelated and the corresponding uncertainties264

are added in quadrature.265

Using Eqs. (4,5) with the SPS cross sections listed in Table 4, and assuming that the effective266

DPS and TPS cross sections are related by seff,TPS = (0.82 ± 0.11) seff,DPS [4] in a baseline ap-267

proach that ignores parton correlations, one can extract the value of the effective DPS cross268

section that yields the experimentally measured s
3J/y
tot value. Following such a procedure, the269

value seff,DPS = 2.7+1.4
�1.0 (exp)+1.5

�1.0 (theo) mb is derived, where the first uncertainty is due to the270

experimental s
3J/y
tot precision and the second is due to the propagation of all sources of theoret-271

ical uncertainties in the ingredients of Eqs. (3–5).272

The inclusive triple-J/y theoretical cross sections and yields for each individual process con-273

tributing to the total production are listed in Table 5. The expected contributions from SPS,274

DPS, and TPS processes to the total triple-J/y cross section amount to about 6, 74, and 20%,275

respectively. This confirms the conclusion of Ref. [28] that triple-J/y production is a golden276

channel to study DPS and TPS, with minimal SPS contamination. The largest contributors to277

the triple-J/y cross section are s
3np
DPS and s

1p2np
DPS accounting for ⇡33% each, s

2p1np
TPS and s

1p2np
TPS278

amounting to about 7% each, and s
3np
SPS representing about 4% of the total production. In terms279

of prompt and nonprompt contributions, the theoretical expectation for the production of three280

promptly produced J/y mesons is ⇡5% of the total yield, whereas the percentage expected for281

three nonprompt J/y mesons is ⇡45%. The remaining half of the triple-J/y events are expected282

to be due to the combination of J/y mesons produced promptly and from beauty hadron de-283

cays. This result is consistent, within the large statistical uncertainties of the present data set,284

with the combination of prompt and nonprompt J/y mesons derived from the decay length of285

each dimuon candidate.286
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Figure 3: Comparison of the seff,DPS parameter extracted here (upper red circle) to those de-
rived in midrapidity measurements of double-quarkonium and EW boson plus quarkonium
production [22, 24, 25, 65–68] (blue circles), as well as in final states with jets [19, 37, 59, 60],
g+ jets [61–64], W+jets [13, 14], and same-sign W bosons [18] (black squares and triangles).
The arrows indicate lower (or upper) limits at 95% (68%) confidence level. For the experimen-
tal results marked with a star, more recent theoretical reinterpretations based on more accurate
calculations of the corresponding SPS cross section are plotted. The original experimental re-
sults can be found in Ref. [23] (CMS), Ref. [26] (D0) and Refs. [58, 70] (ATLAS).

ground, through a three-dimensional unbinned extended maximum likelihood fit of the mea-311

sured dimuon invariant mass distributions. The statistical significance of the signal, including312

prompt as well as nonprompt (i.e., coming from beauty hadron decays) contributions, rela-313

tive to the background-only expectation, is above five standard deviations. The cross section314

for inclusive triple-J/y production, within the fiducial region defined in Table 2, is s(pp !315

J/yJ/yJ/y X) = 272+141
�104 (stat) ± 17 (syst) fb. This result is compared to the theoretical expec-316

tations for triple-J/y production via a sum of contributions from single- (SPS), double- (DPS),317

and triple- (TPS) parton scatterings. Under the simplest assumption of factorization of multi-318

ple hard-scattering probabilities in terms of SPS cross sections, the measured triple-J/y cross319

section is consistent with the production via DPS (⇡74%), TPS (⇡20%), and SPS (⇡6%) pro-320

cesses for a value of the effective DPS cross section parameter, closely related to the transverse321

distribution of partons in the proton, of seff,DPS = 2.7+1.4
�1.0 (exp)+1.5

�1.0 (theo) mb. Within its large322

uncertainty, this parameter is consistent with those extracted from double-quarkonium mea-323

surements, but significantly smaller than the seff,DPS values derived from DPS studies based on324

high-pT jets and/or electroweak bosons. This work presents a novel approach to study multi-325

ple hard-scatterings in pp collisions exploiting, for the first time, the simultaneous production326

of three heavy particles.327

Data availability328

Tabulated results are provided in the HEPData record for this analysis [71]. Release and preser-329

vation of data used by the CMS Collaboration as the basis for publications is guided by the CMS330

policy as stated in CMS data preservation, re-use and open access policy.331
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⇣m
2

⌘ s
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SPS s

pp!y2+X
SPS

seff,DPS
. (1)

Here, m is a combinatorial factor to avoid double counting, m = 1 (2) if y1 = y2 (y1 6= y2), and48

seff,DPS is an effective cross section that, in a purely geometric approach, can be determined from49

the pp transverse overlap [9]. A smaller value of seff,DPS, which is proportional to the average50

(squared) transverse separation of the partons participating in the two hard scatterings, implies51

larger DPS yields.52

For the proton form factors typically implemented in the PYTHIA 8 [11] and HERWIG++ [12]53

event generators commonly used in collider physics, values of seff,DPS ⇡ 20–30 mb are ex-54

pected. Such estimates are, however, about a factor of two larger than those experimentally55

derived via the ratio seff,DPS = (s
pp!X1
SPS s

pp!X2
SPS )/s

pp!X1 X2
DPS for processes involving pairs of56

high-pT jets and/or EW bosons, which are found to lie in the range seff,DPS ⇡ 10–20 mb [13–19].57

This discrepancy has been mostly explained as evidence of parton correlations in the collision58

not accounted for in the purely geometrical approaches [20]. In addition, significantly lower59

seff,DPS ⇡ 3–10 mb values have been extracted from measurements of quarkonium pair produc-60

tion (J/yJ/y [21–25], J/yU [26], and UU [8, 27]) that have been interpreted as due to the different61

dominant species (mostly gluons for quarkonia, and quarks for EW bosons) in the parton dis-62

tribution functions (PDFs) probed in the different scatterings [3], but can be also attributed in63

some cases to poorly controlled subtractions of SPS contributions [10].64

The study of TPS via triple-J/y production can help solve all the issues mentioned above. The65

equivalent of Eq. (1) for the production of three charmonium mesons in a TPS process reads66

s
pp!y1 y2 y3+X
TPS =

⇣m
3!

⌘ s
pp!y1+X
SPS s

pp!y2+X
SPS s

pp!y3+X
SPS

s2
eff,TPS

, (2)

where m = 1, 3, or 6 (depending on whether all three, two, or none of the yi states are identical).67

In the absence of parton correlations, the effective cross section seff,TPS is closely related to its68

DPS counterpart via seff,TPS = k seff,DPS, with k of order unity. A value of k = 0.82 ± 0.11 has69

been derived in [4] for a variety of proton transverse parton profiles. A theoretical study of the70

production of three prompt-J/y mesons [28], based on the nonrelativistic quantum chromody-71

namics (NRQCD) approach at leading-order (LO) accuracy as implemented in the HELAC-72

ONIA code [29, 30], has demonstrated that the pure SPS contributions are negligible compared73

to those from DPS and TPS. Namely, the upper left diagram of Fig. 1 is irrelevant compared74

to the two other diagrams in the left column of the figure. The experimental measurement of75

pp ! J/y J/y J/y X is thus a golden channel for the study of TPS and, in addition, provides76

an alternative extraction of seff,DPS, thereby shedding new light on the underlying dynamics of77

hard NPS. The production of J/y states can also proceed nonpromptly through the decay of78

a beauty-quark (b) hadron. Notwithstanding a small branching fraction, Bb!J/y X ⇡ 1% [31],79

the cross section to produce bb pairs is large at the LHC, s(pp ! bb X) ⇡ 0.5 mb [4]. The80

contributions of such processes to inclusive triple-J/y production are schematically shown in81

Fig. 1 (diagrams to the right of the vertical dashed line).82

This Letter presents the first observation of the simultaneous production of three J/y mesons83

in pp collisions. The analysis is based on a data sample collected at
p

s = 13 TeV by the CMS84

experiment, corresponding to an integrated luminosity of 133 fb�1. The J/y mesons are recon-85

structed in their dimuon decay mode over a fiducial phase space in transverse momenta and86

(pseudo)rapidities (p
µ,J/y
T , |hµ |, and |yJ/y |) defined to maximize the signal purity and the detec-87
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pp!y2+X
SPS

seff,DPS
. (1)

Here, m is a combinatorial factor to avoid double counting, m = 1 (2) if y1 = y2 (y1 6= y2), and48

seff,DPS is an effective cross section that, in a purely geometric approach, can be determined from49

the pp transverse overlap [9]. A smaller value of seff,DPS, which is proportional to the average50

(squared) transverse separation of the partons participating in the two hard scatterings, implies51

larger DPS yields.52

For the proton form factors typically implemented in the PYTHIA 8 [11] and HERWIG++ [12]53

event generators commonly used in collider physics, values of seff,DPS ⇡ 20–30 mb are ex-54

pected. Such estimates are, however, about a factor of two larger than those experimentally55

derived via the ratio seff,DPS = (s
pp!X1
SPS s

pp!X2
SPS )/s

pp!X1 X2
DPS for processes involving pairs of56

high-pT jets and/or EW bosons, which are found to lie in the range seff,DPS ⇡ 10–20 mb [13–19].57

This discrepancy has been mostly explained as evidence of parton correlations in the collision58

not accounted for in the purely geometrical approaches [20]. In addition, significantly lower59

seff,DPS ⇡ 3–10 mb values have been extracted from measurements of quarkonium pair produc-60

tion (J/yJ/y [21–25], J/yU [26], and UU [8, 27]) that have been interpreted as due to the different61

dominant species (mostly gluons for quarkonia, and quarks for EW bosons) in the parton dis-62

tribution functions (PDFs) probed in the different scatterings [3], but can be also attributed in63

some cases to poorly controlled subtractions of SPS contributions [10].64

The study of TPS via triple-J/y production can help solve all the issues mentioned above. The65

equivalent of Eq. (1) for the production of three charmonium mesons in a TPS process reads66

s
pp!y1 y2 y3+X
TPS =

⇣m
3!

⌘ s
pp!y1+X
SPS s

pp!y2+X
SPS s

pp!y3+X
SPS

s2
eff,TPS

, (2)

where m = 1, 3, or 6 (depending on whether all three, two, or none of the yi states are identical).67

In the absence of parton correlations, the effective cross section seff,TPS is closely related to its68

DPS counterpart via seff,TPS = k seff,DPS, with k of order unity. A value of k = 0.82 ± 0.11 has69

been derived in [4] for a variety of proton transverse parton profiles. A theoretical study of the70

production of three prompt-J/y mesons [28], based on the nonrelativistic quantum chromody-71

namics (NRQCD) approach at leading-order (LO) accuracy as implemented in the HELAC-72

ONIA code [29, 30], has demonstrated that the pure SPS contributions are negligible compared73

to those from DPS and TPS. Namely, the upper left diagram of Fig. 1 is irrelevant compared74

to the two other diagrams in the left column of the figure. The experimental measurement of75

pp ! J/y J/y J/y X is thus a golden channel for the study of TPS and, in addition, provides76

an alternative extraction of seff,DPS, thereby shedding new light on the underlying dynamics of77

hard NPS. The production of J/y states can also proceed nonpromptly through the decay of78

a beauty-quark (b) hadron. Notwithstanding a small branching fraction, Bb!J/y X ⇡ 1% [31],79

the cross section to produce bb pairs is large at the LHC, s(pp ! bb X) ⇡ 0.5 mb [4]. The80

contributions of such processes to inclusive triple-J/y production are schematically shown in81

Fig. 1 (diagrams to the right of the vertical dashed line).82

This Letter presents the first observation of the simultaneous production of three J/y mesons83

in pp collisions. The analysis is based on a data sample collected at
p

s = 13 TeV by the CMS84

experiment, corresponding to an integrated luminosity of 133 fb�1. The J/y mesons are recon-85

structed in their dimuon decay mode over a fiducial phase space in transverse momenta and86

(pseudo)rapidities (p
µ,J/y
T , |hµ |, and |yJ/y |) defined to maximize the signal purity and the detec-87
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Figure 3: Comparison of seff,DPS parameters extracted in various processes. The result obtained
here (upper red circle) is compared to those derived in midrapidity measurements of double-
quarkonium and EW boson plus quarkonium production [22, 24, 25, 57–60] (blue circles), as
well as in final states with jets [19, 51, 52, 62], g+ jets [53–56], W+jets [13, 14], and same-sign W
bosons [18] (black squares and triangles). The arrows indicate lower (or upper) limits at 95%
(68%) confidence level. For the experimental results marked with a star, more recent theoretical
reinterpretations based on more accurate calculations of the corresponding SPS cross section
are plotted. The original experimental results can be found in Ref. [23] (CMS), Ref. [26] (D0)
and Refs. [50, 63] (ATLAS).
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Double J/ψ Puzzles
✦ Recent preliminary CMS result confirmed a near-threshold structure in the J/ψJ/ψ mass 

spectrum near 6.9 GeV observed earlier by LHCb [Sci. Bull. 65 (2020) 1983], but also 
observed a 6.55 GeV structure and an evidence for a 7.3 GeV structure


๏ Some of these structures could be a result of an interference with the backgrounds - fits with 
the LHCb interference models are not very good, but we are working on a more detailed 
interference study for the publication


๏ ATLAS also reported two excesses consistent with the two lower mass CMS structures

✦ The X(6900) is a good candidate for a charm tetraquark; the nature of other peaks 

remains a puzzle; they may be radial excitations (1 3P1, 2 3P1, 3 3P1) of the charm 
tetraquark

5

4. The J/yJ/y Mass Spectrum and CMS Background Model 3
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Figure 1: The CMS J/yJ/y mass spectrum with a fit consisting of three signal BW functions and
a background model (described in the text). The left plot shows the fit over the full mass range,
and on the right is the same fit expanded by only displaying masses below 9 GeV. The lower
portion of the plots shows the “pull quantities,” i.e. the number of standard deviations that the
binned data differs from the fit.

fell into the 3s mass window (⇡0.2% of events), we selected the pairing with the smallest mass-
uncertainty-weighted distance in the two-dimensional m(µ+µ�)� mJ/y plane. Alternatively,
all candidates were kept in an event that had multiple J/yJ/y candidates arising from more
than four muons (also ⇡0.2%).

The above offline selection was determined in an unbiased and model-independent way: selec-
tion criteria were fixed prior to looking at the data in the signal region, m(J/yJ/y) < 7.8 GeV;
and no signal Monte Carlo (MC) model was used to tune them. This signal region was deter-
mined based on a preliminary investigation of CMS data collected in 2011 and 2012. The selec-
tion relied on loose requirements aligned with past experience in double J/y analysis as well
as other related analyses in CMS [56–62]. This approach is possible by virtue of the naturally
high purity of the J/y signal. As a cross-check, an optimization was performed by simulating a
6.9 GeV 0+ signal meson, and using data-determined backgrounds. The optimization used the
Punzi figure of merit S/(5/2 +

p
B) [63] for S signal and B background events, and yielded a

selection similar to the original one.

Restricting the sample to the region of our focus, there are 14,049 J/yJ/y signal pairs for di-J/y
masses below 15 GeV after final selections; and there are 8,651 J/yJ/y signal pairs for di-J/y
masses below 9 GeV. The detector’s four-muon mass resolution ranges from about 10 MeV at
6500 MeV to 18 MeV at 7300 MeV.

4 The J/yJ/y Mass Spectrum and CMS Background Model

The J/yJ/y mass spectrum is shown in Fig. 1, which indicates structures in addition to the
X(6900) peak.

We describe the mass spectrum with the following components. Structures are described by
relativistic Breit–Wigner functions (orbital angular momentum L = 0) [55, 64, 65], which are
convolved with double-Gaussian resolution functions indicated in the previous section. The
BW functions are not modified by acceptance and efficiencies of the trigger and selections be-
cause they only vary slowly in the search region.

The NRSPS and NRDPS background shapes are parameterizations, after detector simulation, of

5. The CMS Results 5

Table 1: Summary of the fit results of the CMS J/yJ/y distribution: the mass m and natural
width G, in MeV, and the signal yields N are given for the three signal structures. The system-
atic uncertainties are discussed in Sec. 5.

BW1 BW2 BW3
m 6552 ± 10 ± 12 6927 ± 9 ± 5 7287 ± 19 ± 5
G 124 ± 29 ± 34 122 ± 22 ± 19 95 ± 46 ± 20
N 474 ± 113 492 ± 75 156 ± 56

are: BW2 at ⇡6900 MeV, BW1 at ⇡6650 MeV, and finally BW3 at ⇡7300 MeV. Figure 1 shows
the complete fit, with numerical results given in Table 1. The natural widths are all much larger
than the detector’s four-muon mass resolution.

Three structures are advanced: X(6600), X(6900), and X(7300). The local significances of these
peaks—based on the log-likelihood differences between the full fit and a fit with the BW of
interest removed and taking into account only statistical uncertainties—are, respectively, 6.5s,
9.4s, and 4.1s.

Systematic uncertainties are determined for the masses and widths by varying aspects of, or
inputs to, the fit. For a given source the largest deviation from the nominal fit of a parameter is
taken as the systematic. Sources of these uncertainties include: different signal shapes (spin 1
and 2, and alternate values for the Blatt-Weisskopf barrier parameter); alternate NRDPS param-
eterizations, such as obtained from a sample of mixed data events; NRSPS parameterizations
from different physics generators (CASCADE and HELAC-ONIA) or floating other parameters
individually in Eq. 1; momentum scale (derived from the shift in the fitted, unconstrained J/y
mass from the PDG value); mass resolution (different resolution models based on the PYTHIA
or JHUGEN generators); combinatorial background (the difference when explicitly including
combinatorial background with different shape models); efficiency corrections (the difference
when applying efficiency corrections based on the PYTHIA or JHUGEN generator); and the
differences when including various feeddown components. The individual systematic uncer-
tainties, as well the totals, are listed in Table 2, and the totals are included in Table 1 as the
second uncertainty.

The impact of the systematic uncertainties on the significances of the three structures was
checked with a profiling procedure where a discrete set of individual alternative signal and
background hypotheses are used in the likelihood minimization. The only appreciable change
from considering the systematics is for the X(6600) significance, which is reduced from 6.5 to
5.7 standard deviations.

Table 2: Systematic uncertainties on masses and widths, in MeV.
Source DMBW1 DMBW2 DMBW3 DGBW1 DGBW2 DGBW3
signal shape 3 4 3 14 7 7
NRDPS 1 < 1 < 1 3 3 4
NRSPS 3 1 1 18 15 17
momentum scaling 1 3 4 - - -
mass resolution < 1 < 1 < 1 < 1 < 1 1
combinatorial background < 1 < 1 < 1 2 3 3
efficiency < 1 < 1 < 1 1 < 1 1
feeddown shape 11 1 1 25 8 6
total 12 5 5 34 19 20
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Figure 3: The fitted mass spectra in the fit signal regions in the di-�/k (a,b) and �/k+k(2S) (c,d) channels. The
purple (green) dashed lines represent the components of individual resonances (interferences among them). Fits
in (a) and (b) have the same likelihood but di�erent resonances magnitudes and interferences due to degenerate
solutions. In the �/k+k(2S) channel, both model A (c) and B (d) fit results are shown. The other two degenerate fit
solutions in the di-�/k channel are very similar to (a,b), and are not shown again.
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Observation of Rare B0→ψ(2S)K0Sπ+π− and 

B0s→ψ(2S)K0S decays
✦ New CMS analysis based on 2017-2018 data, using the K0S → π+π- decay 

mode with a large displacement of the π+π- vertex, inspired by searches for 
exotic states in B meson decays [arXiv:2201.09131, EPJC 82 (2022) 499]


✦ No peaking structures in the 2- and 3-body ψ(2S)h1(h2) spectra observed

6

3

while the rest of the selection criteria are the same.

4 Observation of the B0
s ! y(2S)K0

S
decay

The measured y(2S)K0
S invariant mass distribution is presented in Fig. 1 (left). The B0 signal

(left peak) is described with a double Gaussian function with common mean, whose parame-
ters are free to vary in an unbinned maximum-likelihood fit. It is found in simulation that the
B0

s ! y(2S)K0
S signal (right peak) has the same shape as the B0 ! y(2S)K0

S signal, but it is
about 10% wider, because of the larger energy release in the decay. Therefore, the B0

s signal is
modelled with a double Gaussian function of the same shape as the B0 signal, with the reso-
lution parameters scaled by the ratio of the widths found in the simulation. The background
is modelled with an exponential function. The good quality of the fit is verified by calculating
the c2 between the binned distribution and the fit function, resulting in c2 = 83 for 91 degrees
of freedom.

The ratio of signal yields N(B0
s ! y(2S)K0

S)/N(B0 ! y(2S)K0
S) = (6.8 ± 1.4) ⇥ 10�3 is

extracted from the fit. Its uncertainty is calculated by taking into account the correlation be-
tween the uncertainties in B0

s and B0 yields, which are found to be 113 ± 23 and 16660 ± 140,
respectively, where the uncertainties are statistical only.

The statistical significance of the B0
s ! y(2S)K0

S signal is evaluated with the likelihood ratio
technique, comparing the background-only and signal-plus-background hypotheses, with the
standard asymptotic formula [46], assuming that the conditions to apply Wilks’ theorem [47]
are satisfied. For a significance estimation, the mass difference between the B0

s and B0 signals
is fixed to the known value of 83.78 MeV [13]. The obtained significance is 5.2 standard devi-
ations and varies in the range 5.1–5.4 standard deviations when accounting for the systematic
uncertainties due to the choice of the fit model, discussed in Section 7.

5 Observation of the B0 ! y(2S)K0

S
p+p� decay

As shown in Fig. 1 (right), the measured y(2S)K0
Sp+p� mass distribution presents a clear

B0 ! y(2S)K0
Sp+p� signal peak on top of a relatively small background. The B0 signal is

modelled with a double Gaussian function with common mean with all parameters free to
vary, and the combinatorial background is described by an exponential function.
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Figure 1: Measured invariant mass distributions of y(2S)K0
S (left) and y(2S)K0

Sp+p� (right)
candidates. The overlaid results from the fit are described in the text.

5.2σ
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pT > 20 GeV. This additional uncertainty is estimated to be 0.020, and the total uncertainty on
fs/ fd is obtained by summing it in quadrature with the uncertainty of 0.007 obtained above.
The resulting fragmentation fraction ratio used in the Rs measurement is fs/ fd = 0.208± 0.021,
with a relative uncertainty of 10%.

8 Measured branching fractions

The branching fraction ratio of the B0
s ! y(2S)K0

S decay relative to the B0 ! y(2S)K0
S one is

measured using Eq. (1) to be

Rs =
B(B0

s ! y(2S)K0
S)

B(B0 ! y(2S)K0
S)

= (3.33 ± 0.69 (stat) ± 0.11 (syst) ± 0.34 ( fs/ fd))⇥ 10�2,

where the last uncertainty is related to the used value fs/ fd = 0.208 ± 0.021. Since the knowl-
edge of fs/ fd at large pT can be updated with future measurements, allowing to improve the
Rs evaluation, we also provide the measurement of the product

Rs
fs

fd
=

fs

fd

B(B0
s ! y(2S)K0

S)

B(B0 ! y(2S)K0
S)

= (0.69 ± 0.14 (stat) ± 0.02 (syst))⇥ 10�2.

In addition, the transverse momentum distribution of the measured B candidates is presented
in Fig. 4 and in the HEPData record for this analysis [30].

The branching fraction ratio of the B0 ! y(2S)K0
Sp+p� decay with respect to the B0 !

y(2S)K0
S one is measured to be

Rp+p� =
B(B0 ! y(2S)K0

Sp+p�)

B(B0 ! y(2S)K0
S)

= 0.480 ± 0.013 (stat) ± 0.032 (syst).

This ratio is very close to the similar ratio measured with J/y instead of y(2S) [52].

Using the world average value B(B0 ! y(2S)K0
S) = (2.90 ± 0.25)⇥ 10�4 [13], the branching

fractions of the two newly observed decays are evaluated:

B(B0
s ! y(2S)K0

S) = (0.97 ± 0.20 (stat) ± 0.03 (syst) ± 0.22 ( fs/ fd)± 0.08 (B))⇥ 10�5,

B(B0 ! y(2S)K0
Sp+p�) = (13.9 ± 0.4 (stat) ± 0.9 (syst) ± 1.2 (B))⇥ 10�5,

where the last uncertainties are from the uncertainty in B(B0 ! y(2S)K0
S).

9 Summary

The B0
s ! y(2S)K0

S and B0 ! y(2S)K0
Sp+p� decays are observed using proton-proton colli-

sion data collected by the CMS experiment at 13 TeV with an integrated luminosity of 103 fb�1.
Their branching fractions are measured with respect to the B0 ! y(2S)K0

S decay to be B(B0
s !

y(2S)K0
S)/B(B0 ! y(2S)K0

S) = (3.33 ± 0.69 (stat) ± 0.11 (syst) ± 0.34 ( fs/ fd)) ⇥ 10�2, and
B(B0 ! y(2S)K0

Sp+p�)/B(B0 ! y(2S)K0
S) = 0.480 ± 0.013 (stat) ± 0.032 (syst), where the

last uncertainty in the first ratio corresponds to the uncertainty in the ratio of production
cross sections of B0

s and B0 mesons. The 2- and 3-body invariant mass distributions of the
B0 ! y(2S)K0

Sp+p� decay products do not show significant exotic narrow structures in ad-
dition to the known light meson resonances. Further studies with more data will be needed
to investigate more precisely the internal dynamics of the B0 ! y(2S)K0

Sp+p� decay, and to
perform CP asymmetry measurements in the two observed decays in the future.
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• New preliminary average: slightly lower R(D⇤), slightly higher
R(D), reduced correlation

• 3.3� ! 3.2� agreement with SM
• Excellent overall agreement between measurements

Lepton Flavor Anomalies
✦ Recently, a number of lepton flavor 

anomalies have been observed in various 
semileptonic channels, largely driven by 
the LHCb experiment:


๏ ~3σ tension in R(D/D*), the ratio of  
𝓑(b → cτν)/𝓑(b → cƖν) [tree-level 
process]


๏ ~2σ tension in R(J/ψ), the ratio of  
𝓑(b → cτν)/𝓑(b → cƖν) [tree-level 
process]


๏ ~2σ deficit in various b → sμ+μ- 
transitions, compared to theory 
predictions, both in inclusive and 
differential measurements  
[loop-level process]


๏ ~3σ tension in R(K), R(K*), the ratio of  
𝓑(b → sμ+μ-)/𝓑(b → se+e-)  
[loop-level process]


✦ Arguably the strongest hints of new 
physics to date that survived a dozen of 
years of the LHC program
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decay modes, a total shift on RK is computed for each of the vari-
ables examined. The resulting variations are typically at the permille 
level and hence well within the estimated systematic uncertainty on 
RK. Similarly, computations of the rJ/ψ ratio in bins of two kinematic 
variables also do not show any trend and are consistent with the 
systematic uncertainties assigned on the RK measurement.

In addition to B+ → J/ψK+ decays, clear signals are observed from 
B+ → ψ(2S)K+ decays. The double ratio of branching fractions, Rψ(2S), 
defined by

R

ψ(2S)

= B (B+→ψ(2S)(→μ

+
μ

−)K+)
B (B+→J/ψ(→μ

+
μ

−)K+)
/

B (B+→ψ(2S)(→e

+
e

−)K+)
B (B+→J/ψ(→e

+
e

−)K+)
,

(3)

provides an independent validation of the double-ratio analysis 
procedure and further tests the control of the efficiencies. This 
double ratio is expected to be close to unity2 and is determined to 
be 0.997 ± 0.011, where the uncertainty includes both statistical 
and systematic effects, the former of which dominates. This can be 
interpreted as a world-leading test of lepton flavour universality in 
ψ(2S) → ℓ+ℓ− decays.

The fit projections for the m(K+ℓ+ℓ−) and mJ/Ψ(K+ℓ+ℓ−) distribu-
tions are shown in Fig. 2. The fit is of good quality, and the value of 
RK is measured to be

R

K

(1.1 < q

2

< 6.0GeV

2

c

−4) = 0.846

+0.042+0.013

−0.039−0.012

,

where the first uncertainty is statistical and the second systematic. 
Combining the uncertainties gives 

R

K

= 0.846

+ 0.044

− 0.041

. This is the 
most precise measurement to date and is consistent with the SM 
expectation, 1.00 ± 0.01 (refs. 3–7), at the level of 0.10% (3.1 standard 
deviations), giving evidence for the violation of lepton universality 
in these decays. The value of RK is found to be consistent in sub-
sets of the data divided on the basis of data-taking period, differ-
ent selection categories and magnet polarity (Methods). The profile 
likelihood is given in Methods. A comparison with previous mea-
surements is shown in Fig. 4.

The 3,850 ± 70 B+ → K+μ+μ− decay candidates that are observed 
are used to compute the B+ → K+μ+μ− branching fraction as a 
function of q2. The results are consistent between the different 
data-taking periods and with previous LHCb measurements37. 
The B+ → K+e+e− branching fraction is determined by combining 
the value of RK with the value of dB (B+

→ K

+
μ

+
μ

−)/dq2 in the 
region 1.1 < q2 < 6.0 GeV2 c−4 (ref. 37), taking into account correlated 
systematic uncertainties. This gives

dB (B+→K

+
e

+
e

−)
dq

2

(1.1 < q

2

< 6.0GeV

2

c

−4)

= (28.6 + 1.5

− 1.4

± 1.3)× 10

−9

c

4

GeV

−2

.

The 1.9% uncertainty on the B+ → J/ψK+ branching fraction2  
gives rise to the dominant systematic uncertainty. This is the most 
precise measurement of this quantity to date and, given the large 
(O(10%)) theoretical uncertainty on the predictions7,66, is consis-
tent with the SM.

A breaking of lepton universality would require an extension of 
the gauge structure of the SM that gives rise to the known funda-
mental forces. It would therefore constitute a significant evolution 
in our understanding and would challenge an inference based on 
a wealth of experimental data in other processes. Confirmation of 
any effect beyond the SM will clearly require independent evidence 
from a wide range of sources.

Measurements of other RH observables with the full LHCb data-
set will provide further information on the quark-level processes 
measured. In addition to affecting the decay rates, new physics can 
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Fig. 3 | Differential rJ/ψ measurement. The distributions of the B+ transverse momentum (pT, left) and the ratio rJ/ψ (right) relative to its average 
value < r

J/ψ

> as a function of pT. The pT spectrum of the B+!→!J/ψK+ decays is similar to that of the corresponding B+!→!K+ℓ+ℓ− decays such that the 
measurement of rJ/ψ tests the kinematic region relevant for the RK measurement. The lack of any dependence of the value of r

J/ψ

/ < r

J/ψ

> as a function  
of B+ pT demonstrates control of the efficiencies. Uncertainties on the data points are statistical only and represent one standard deviation.
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Fig. 4 | Comparison between RK measurements. In addition to the LHCb 
result, the measurements by the BaBar15 and Belle13 collaborations, which 
combine B+!→!K+ℓ+ℓ− and B0 → K

0

S

!+!− decays, are also shown. The 
vertical dashed line indicates the SM prediction. Uncertainties on the data 
points are the combination of statistical and systematic and represent one 
standard deviation.
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physics to date that survived a dozen of 
years of the LHC program
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decay modes, a total shift on RK is computed for each of the vari-
ables examined. The resulting variations are typically at the permille 
level and hence well within the estimated systematic uncertainty on 
RK. Similarly, computations of the rJ/ψ ratio in bins of two kinematic 
variables also do not show any trend and are consistent with the 
systematic uncertainties assigned on the RK measurement.

In addition to B+ → J/ψK+ decays, clear signals are observed from 
B+ → ψ(2S)K+ decays. The double ratio of branching fractions, Rψ(2S), 
defined by

R

ψ(2S)

= B (B+→ψ(2S)(→μ

+
μ

−)K+)
B (B+→J/ψ(→μ

+
μ

−)K+)
/

B (B+→ψ(2S)(→e

+
e

−)K+)
B (B+→J/ψ(→e

+
e

−)K+)
,

(3)

provides an independent validation of the double-ratio analysis 
procedure and further tests the control of the efficiencies. This 
double ratio is expected to be close to unity2 and is determined to 
be 0.997 ± 0.011, where the uncertainty includes both statistical 
and systematic effects, the former of which dominates. This can be 
interpreted as a world-leading test of lepton flavour universality in 
ψ(2S) → ℓ+ℓ− decays.

The fit projections for the m(K+ℓ+ℓ−) and mJ/Ψ(K+ℓ+ℓ−) distribu-
tions are shown in Fig. 2. The fit is of good quality, and the value of 
RK is measured to be
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2

< 6.0GeV

2

c

−4) = 0.846

+0.042+0.013

−0.039−0.012

,

where the first uncertainty is statistical and the second systematic. 
Combining the uncertainties gives 

R

K

= 0.846

+ 0.044

− 0.041

. This is the 
most precise measurement to date and is consistent with the SM 
expectation, 1.00 ± 0.01 (refs. 3–7), at the level of 0.10% (3.1 standard 
deviations), giving evidence for the violation of lepton universality 
in these decays. The value of RK is found to be consistent in sub-
sets of the data divided on the basis of data-taking period, differ-
ent selection categories and magnet polarity (Methods). The profile 
likelihood is given in Methods. A comparison with previous mea-
surements is shown in Fig. 4.

The 3,850 ± 70 B+ → K+μ+μ− decay candidates that are observed 
are used to compute the B+ → K+μ+μ− branching fraction as a 
function of q2. The results are consistent between the different 
data-taking periods and with previous LHCb measurements37. 
The B+ → K+e+e− branching fraction is determined by combining 
the value of RK with the value of dB (B+

→ K

+
μ

+
μ

−)/dq2 in the 
region 1.1 < q2 < 6.0 GeV2 c−4 (ref. 37), taking into account correlated 
systematic uncertainties. This gives

dB (B+→K

+
e

+
e

−)
dq

2

(1.1 < q

2

< 6.0GeV

2

c

−4)

= (28.6 + 1.5

− 1.4

± 1.3)× 10
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4
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.

The 1.9% uncertainty on the B+ → J/ψK+ branching fraction2  
gives rise to the dominant systematic uncertainty. This is the most 
precise measurement of this quantity to date and, given the large 
(O(10%)) theoretical uncertainty on the predictions7,66, is consis-
tent with the SM.

A breaking of lepton universality would require an extension of 
the gauge structure of the SM that gives rise to the known funda-
mental forces. It would therefore constitute a significant evolution 
in our understanding and would challenge an inference based on 
a wealth of experimental data in other processes. Confirmation of 
any effect beyond the SM will clearly require independent evidence 
from a wide range of sources.

Measurements of other RH observables with the full LHCb data-
set will provide further information on the quark-level processes 
measured. In addition to affecting the decay rates, new physics can 
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Fig. 4 | Comparison between RK measurements. In addition to the LHCb 
result, the measurements by the BaBar15 and Belle13 collaborations, which 
combine B+!→!K+ℓ+ℓ− and B0 → K

0

S

!+!− decays, are also shown. The 
vertical dashed line indicates the SM prediction. Uncertainties on the data 
points are the combination of statistical and systematic and represent one 
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CMS and Flavor Anomalies
✦ In CMS, a number of analyses probing these anomalies are 

ongoing

๏ While no new results are available as of yet, expect the first new 

results to become public later this year

✦ These analyses use both the 2018 parked data (1010 unbiased b 

hadron decays on tape) and standard dimuon triggers:

๏ R(K) - parked data

๏ R(D*) - parked data (leptonic τ decays)

๏ R(J/ψ) =  - non-parked data 

(both the muonic and hadronic τ decays)

๏ B/Bs(μμ) - non-parked data, full Run 2 analysis

๏ P5' and differential branching fractions in  decays - 

non-parked data, full Run 2 analysis

๏ Also have  and  angular analyses in 

progress using non-parked data, full Run 2 analyses

ℬ(B+
c → J/ψτ+ντ)/ℬ(B+

c → J/ψμ+νμ)

B0 → μ+μ−K0*

B± → μ+μ−K± B0
s → μ+μ−ϕ8
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B Meson Spectrometer      
✦ As the luminosity drops, turn on various single-muon  

|η|-restricted seeds, which allow to keep L1 rate 
constant and increase HLT rate toward the end of 
each fill
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Probe B is unbiased,  
even better than LHCb  
that triggers on the decaying B  
they use for analysis
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Brief summary of data-taking
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Fill Range HLT Set

6659 - 6666 FirstRun

6672 - 6683 Set1

6688 - 6690 Set1(*)

6693 - 6761 Set1

6762 Set2 (*)

6763 - now Set2

 

Lumi col. 
[E34] FirstRun Set1 Set2

1.6 - - HLT_Mu12_IP6

1.4 - HLT_Mu9_IP6 HLT_Mu9_IP6

1.2 - HLT_Mu9_IP6 HLT_Mu9_IP5

1 HLT_Mu9_IP6 
HLT_Mu10p5_IP3p5 
HLT_Mu8p5_IP3p5

HLT_Mu9_IP6 HLT_Mu9_IP5

0.8 HLT_Mu8_IP3 HLT_Mu7_IP4

• Most of data taken so far with Set1 

• since Fill 6693, a slightly looser L1 seed was 
active at 1.2E34 

• Starting from HLT Menu v2.2, an optimized 
version of the trigger proposal (Set2) which 
improves by 15% the number of saved B is running 
online

(*) incorrect prescales of L1 seeds

Carefully tuned thresholds to 
maximise physics outcome: 
probe Bs in acceptance

Avg. rate: >2kHz

S. Fiorendi

R. Manzoni

M. Verzetti

04-10-2018|G.Karathanasis CMS Week | B Parking 9

L1 Seeds/HLT Paths development

S. Fiorendi, R. Manzoni, M. Verzetti

- Tuning/optimizing paths for 
maximum performance, during data-
taking
- As luminosity decreases, η-
restricted seeds keep the L1 rate 
constant
- HLT main paths: HLT_Mu9_IP6,5,4
- Trigger strategy optimized for high 
purity using MC

Lumi 
(E34)

L1 seed HLT rate purity #B

1.7 Mu12er1p5 Mu12_IP6 1585 0.92 10.5M

1.5 Mu10er1p5 Mu9_IP5 3656 0.80 21M

1.3 Mu8er1p5 Mu9_IP5 3350 0.80 20M

1.1 Mu8er1p5 Mu7_IP4 6153 0.59 33M

0.9 Mu7er1p5 Mu7_IP4 5524 0.59 29M

Current proposal

L1L1
HLT

Introduction – Trigger Studies – Electron Reconstruction – B reconstruction - Summary

<PU> = 20

~50/fb of data 
recorded

~13B events =  
~10B b hadrons
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R(K) General Strategy
✦ Low-pT electrons are very hard (spent three years 

optimizing the reconstruction and selection - a lot 
more challenging than we originally thought) - do not 
expect competitive precision in R(K) with the 2018 
parked data

๏ Rethought trigger strategy for Run 3

๏ Focusing on high precision in the muon channel, which 

may shed light on whether muons are suppressed 
compared to the SM predictions, which LHCb data 
seem to indicate

10
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P'5: Experimental Situation
✦ Experimental situation: all over the place


๏ The results are consistent among the experiments; inconsistency with the theory 
is an open question (both experimentally and theoretically!)


✦ In CMS, working on the 13 TeV analysis with significantly higher statistics

๏ Will attempt to have finer bins and including the ones between J/ψ and ψ(2S)

11 DHMV: JHEP 12 (2014) 125

JC: JHEP 05 (2013) 043, PRD 93 (2016) 014028

CFFMPSV: JHEP 06 (2016) 116

AT
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 0

47

P'5

https://link.springer.com/content/pdf/10.1007/JHEP12(2014)125.pdf
https://arxiv.org/abs/1212.2263
https://arxiv.org/abs/1412.3183
https://link.springer.com/content/pdf/10.1007/JHEP06(2016)116.pdf
https://arxiv.org/abs/1805.04000
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P'5: HL-LHC Projections
✦ Run 3 and HL-LHC projections


๏ Up to x15 improvement w/ 3 ab-1 compared to the  
8 TeV CMS result [PLB 781 (2018) 517]


๏ Should be possible to resolve the situation 
experimentally already in Run 3

12

6. Conclusions 5

The increased amount of collected data foreseen for Phase-2 offers us the opportunity to per-
form the angular analysis in narrower q

2 bins, in order to measure the P0
5 shape as a function of

q
2 with finer granularity. The q

2 region below the J/y mass (squared), which is more sensitive to
possible new physics effects, is considered. Each Run I q

2 bin is split into smaller and equal-size
bins trying to achieve a statistical uncertainty of the order of the total systematic uncertainty in
the same bin with the additional constraint of having a bin width at least 5 times larger than
the dimuon mass resolution sr. If both conditions cannot be satisfied, then only the looser re-
quirement on the 5sr bin width is imposed. The dimuon mass resolution is obtained from the
MC simulation as a function of q

2. With respect to the Phase-2 systematic uncertainties with
wider bins, the systematic uncertainties that were scaled the same as the statistical uncertain-
ties are adjusted to account for less data in each bin while the other systematic uncertainties are
unchanged. The resulting binning is given in Table 2, along with the projected statistical and
systematic uncertainties. The lower two pads of Fig. 3 show the projected statistical and total
uncertainties.

0 2 4 6 8 10 12 14 16 18 20
]2 [GeV2q

1−

0.5−

0

0.5   5P' CMS PLB 781 (2018) 517

with Stat. uncert. only

with YR18 syst. uncert.

-µ+µ*0 K→0B

CMS Phase-2 Simulation Preliminary  (14 TeV)1−300 fb

Figure 2: Projected statistical (hatched regions) and total (open boxes) uncertainties on the P0
5

parameter versus q
2 in the Phase-2 scenario with an integrated luminosity of 300 fb�1. The

CMS Run I measurement of P0
5 is shown by circles with inner vertical bars representing the

statistical uncertainties and outer vertical bars representing the total uncertainties. The vertical
shaded regions correspond to the J/y and y0 resonances.

6 Conclusions

The large amount of data expected from the HL-LHC will allow CMS to investigate rare B
physics decay channels and, in particular, precisely measure the P0

5 parameter shape in the
B0 ! K⇤0µ+µ� mode through an angular analysis. With the large data set of 3000 fb�1, cor-
responding to around 700K fully reconstructed B0 ! K⇤0µ+µ� events, the P0

5 uncertainties in
the q

2 bins are estimated to improve by up to a factor of 15 compared to the CMS measurement
from 20 fb�1 of 8 TeV data. We also studied the possibility to perform the analysis of the an-
gular observables in narrower q

2 bins, as a better determination of the P0
5 parameter shape will

allow significant tests for both beyond Standard Model physics and between different Stan-
dard Model calculations. The future sensitivity of the P0

5 angular variable has been presented,
however it is worth mentioning that, with the foreseen HL-LHC high statistics, CMS will have
the capability to perform a full angular analysis of the B0 ! K⇤0µ+µ� decay mode.

6

0 2 4 6 8 10 12 14 16 18 20
]2 [GeV2q

1−

0.5−

0

0.5

   5P' CMS PLB 781 (2018) 517

with Stat. uncert. only

with YR18 syst. uncert.

-µ+µ*0 K→0B

CMS Phase-2 Simulation Preliminary  (14 TeV)1−3000 fb

0 2 4 6 8 10 12 14 16 18 20

0.1−
0

0.1

un
c. Finer binning

0 2 4 6 8 10 12 14 16 18 20
]2 [GeV2q

0.1−
0

0.1

un
c.

Figure 3: Projected statistical (hatched regions) and total (open boxes) uncertainties on the P0
5

parameter versus q
2 in the Phase-2 scenario with an integrated luminosity of 3000 fb�1. The

CMS Run I measurement of P0
5 is shown by circles with inner vertical bars representing the

statistical uncertainties and outer vertical bars representing the total uncertainties. The vertical
shaded regions correspond to the J/y and y0 resonances. The two lower pads represent the
statistical (upper pad) and total (lower pad) uncertainties with the finer q

2 binning.

CMS PAS FTR-18-033

Run 3

300 fb-1

HL-LHC

3 ab-1

https://reader.elsevier.com/reader/sd/pii/S0370269318303149?token=AF6E0FCEADE8C3F905084598B386715F4BC4CBDFDE1FAD26B512BFD041D1A85F309C566C989064BAE1E86C3F50C76203
https://cds.cern.ch/record/2651298?ln=en
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B+ → K+*µµ Angular Analysis
✦ Recent result on a challenging charged B angular analysis, with 

the K+* reconstruction via the K0Sπ+ decay w/ 8 TeV 2012 data

๏ Good agreement with the SM predictions in muon AFB and K* FL

13

3

�UHVW�IUDPH

�UHVW�IUDPH

Figure 1: Definition of the angular observables qK (left), q` (middle), and f (right) for the decay
B+ ! K⇤+µ+µ�.

occurs through two effects: finite detector resolution resulting in a reconstructed dimuon mass
different than the true value, and decays of the two charmonium states in which a low-energy
photon is emitted in addition to the two muons. Two additional requirements are used to re-
move these contributions. First, candidates that satisfy either mJ/y � 5sq < q < mJ/y + 3sq

or |q � my(2S) | < 3sq are removed, where mJ/y and my(2S) are the world-average J/y and
y(2S) masses [27], respectively, and sq is the calculated uncertainty in q for each candidate.
The second requirement specifically targets the radiative background by using the fact that
the missing low-energy photon will shift q and m from their nominal values by a similar
amount. Thus, these events are suppressed by requiring |(m � mB+)� (q � mJ/y)| > 0.09 GeV
and |(m � mB+)� (q � my(2S) )| > 0.03 GeV. When the B+ ! K⇤+J/y decay mode is used as a
control sample, the requirements in this paragraph are not applied.

The Monte Carlo (MC) samples corresponding to the signal and control channels are simulated
using PYTHIA 6.426 [28], with the unstable particle decays modeled by EVTGEN [29]. The par-
ticles are then propagated through a detailed model of the CMS detector with GEANT4 [30].
The reconstruction and selection of the MC generated events follow the same algorithms as
for the collision data. The number and spatial distribution of additional pp collision vertices
in the same or nearby beam crossings in the data are simulated by weighting the MC samples
to match the distributions found in data. The signal MC samples are used to estimate the ef-
ficiency, which includes the detector acceptance, the trigger efficiency, and the efficiency for
reconstructing and selecting the signal candidates.

4 Angular analysis
The measurement of AFB and FL is performed in three q

2 regions: 1 < q
2 < 8.68 GeV2, 10.09 <

q
2 < 12.86 GeV2, and 14.18 < q

2 < 19 GeV2. The angular distribution of the signal process,
B+ ! K⇤+µ+µ�, depends on three variables as shown in Fig. 1: qK (the angle in the K⇤+

meson rest frame between the momentum of the K0
S meson and the negative of the B+ meson

momentum), q` (the angle in the dimuon rest frame between the momentum of the positively
charged muon and the negative of the B+ meson momentum), and f (the angle in the B+

meson rest frame between the plane containing the two muons and the plane containing the
K0

S and p+ mesons). Since the extracted angular observables AFB and FL do not depend on f,
this angle is integrated out. While the K0

Sp+ invariant mass is required to be consistent with
coming from a K⇤+ resonance decay, there can still be S-wave K0

Sp+ contributions [19, 31–33].
This is parameterized by two terms: the S-wave fraction, FS, and the interference amplitude,
AS, between S- and P-wave decays. The parameters AFB, FL, FS, and AS are functions of q

2.

8

Table 2: The YS, AFB, and FL values from the fit for each q
2 range. The first uncertainty is

statistical and the second is systematic.

q
2 (GeV2) YS AFB FL

1 – 8.68 22.1 ± 8.1 �0.14+0.32
�0.35 ± 0.17 0.60+0.31

�0.25 ± 0.13
10.09 – 12.86 25.9 ± 6.3 0.09+0.16

�0.11 ± 0.04 0.88+0.10
�0.13 ± 0.05

14.18 – 19 45.1 ± 8.0 0.33+0.11
�0.07 ± 0.05 0.55+0.13

�0.10 ± 0.06
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Figure 4: The cos qK (upper row) and cos q` (lower row) distributions for each q
2 range is shown

for data in the invariant mass region 5.18 < m < 5.38 GeV, along with the fit projections for the
same region. The vertical bars on the data points indicate the statistical uncertainty. The filled
areas, dashed lines, and solid lines represent the signal, background, and total contributions,
respectively.
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Figure 5: The measured values of AFB (left) and FL (right) versus q
2 for B+ ! K⇤+µ+µ� de-

cays are shown with filled squares, centered on the q
2 bin. The statistical (total) uncertainty

is shown by inner (outer) vertical bars. The vertical shaded regions correspond to the regions
dominated by B+ ! K⇤+J/y and B+ ! K⇤+y(2S) decays. The SM predictions and associated
uncertainties are shown by the filled circles and vertical bars, with the points slightly offset
from the center of the q

2 bin for clarity.

7

nuisance parameters that are used in the pseudo-experiments for constructing the acceptance
intervals for that test value of the parameter of interest. The correlation coefficients between
the two angular observables returned by MINUIT [35] are found to be 0.1 or less, depending on
the q

2 bin. Tests with pseudo-experiments are used to verify that the statistical uncertainties
have a coverage exceeding 68.3% in all cases.

The results of the unbinned maximum likelihood fit are overlaid on the data in projections
of m (upper plots), cos qK (middle plots), and cos q` (lower plots) for each q

2 region in Fig. 3.
The fitted values of YS, AFB, and FL, along with their associated uncertainties, are given in
Table 2 for each of the q

2 bins. In order to more clearly observe the signal features, the data
and fit results are shown versus the two angular variables in the invariant mass signal region
5.18 < m < 5.38 GeV in Fig. 4. The fitted values of AFB and FL are shown as a function of
q

2 in Fig. 5, along with a SM prediction. This prediction combines quantum chromodynamic
factorization and soft collinear effective theory at large recoil with heavy-quark effective theory
and lattice gauge theory at small recoil to separate hard physics (around the b quark mass)
from soft physics (around LQCD) [20, 36–38]. While theoretical predictions are unavailable
for the region between the J/y and y(2S) meson masses (10.09 < q

2 < 12.86 GeV2), the SM
prediction agrees with the experimental results for the other q

2 bins, indicating no evidence of
contributions from physics beyond the SM.
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Figure 3: The K0
Sp+µ+µ� invariant mass (upper row), cos qK (middle row), and cos q` (lower

row) distributions for each q
2 range is shown for data, along with the fit projections. The

vertical bars on the data points indicate the statistical uncertainty. The filled areas, dashed
lines, and solid lines represent the signal, background, and total contributions, respectively.
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Table 2: The YS, AFB, and FL values from the fit for each q
2 range. The first uncertainty is

statistical and the second is systematic.

q
2 (GeV2) YS AFB FL

1 – 8.68 22.1 ± 8.1 �0.14+0.32
�0.35 ± 0.17 0.60+0.31

�0.25 ± 0.13
10.09 – 12.86 25.9 ± 6.3 0.09+0.16

�0.11 ± 0.04 0.88+0.10
�0.13 ± 0.05

14.18 – 19 45.1 ± 8.0 0.33+0.11
�0.07 ± 0.05 0.55+0.13
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Figure 4: The cos qK (upper row) and cos q` (lower row) distributions for each q
2 range is shown

for data in the invariant mass region 5.18 < m < 5.38 GeV, along with the fit projections for the
same region. The vertical bars on the data points indicate the statistical uncertainty. The filled
areas, dashed lines, and solid lines represent the signal, background, and total contributions,
respectively.
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Table 2: The YS, AFB, and FL values from the fit for each q
2 range. The first uncertainty is

statistical and the second is systematic.
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✦ ATLAS, CMS, LHCb combination: ~2σ tension w.r.t. the SM prediction - similar to other 
b → sμμ decays


✦ New LHCb result based on full 9/fb data set reduces the tension to ~1σ

✦ Very recent CMS result based on 140/fb Run 2 data erased the discrepancy completely

https://cds.cern.ch/record/2727216/files/BPH-20-003-pas.pdf
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Figure 2: Two-dimensional profile likelihood of the branching fractions for the decays (top)
B0

s ! µ+µ� and B0! µ+µ�, (bottom left) B0! µ+µ� and B0
s ! µ+µ�� and (bottom right)

B0
s ! µ+µ� and B0

s ! µ+µ��. The B0
s ! µ+µ�� branching fraction is limited to the range

mµµ > 4.9GeV/c2. The measured central values of the branching fractions are indicated with
a blue dot. The profile likelihood contours for 68%, 95% and 99% CL regions of the result
are shown as blue contours, while in the top plot the brown contours indicate the previous
measurement [10] and the red cross shows the SM prediction.

form part of the B0
s
! µ+µ� candidate. These more restrictive trigger requirements are

imposed in order to improve the modelling of the decay-time dependence of the trigger
e�ciency in simulation.

In order to determine the B0
s
! µ+µ� e↵ective lifetime the data are divided into two
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✦ ATLAS, CMS, LHCb combination: ~2σ tension w.r.t. the SM prediction - similar to other 
b → sμμ decays


✦ New LHCb result based on full 9/fb data set reduces the tension to ~1σ

✦ Very recent CMS result based on 140/fb Run 2 data erased the discrepancy completely

https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.128.041801
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✦ ATLAS, CMS, LHCb combination: ~2σ tension w.r.t. the SM prediction - similar to other 
b → sμμ decays


✦ New LHCb result based on full 9/fb data set reduces the tension to ~1σ

✦ Very recent CMS result based on 140/fb Run 2 data erased the discrepancy completely

https://cds.cern.ch/record/2815334
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Figure 5: Invariant mass distributions with the fit projection overlayed, corresponding to an
integrated luminosity of 3000 fb�1. The left plot shows the central barrel region, |h f | < 0.7 and
the right plot is for 0.7 < |h f | < 1.4.
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Figure 6: The binned maximum likelihood fit to the background-subtracted decay time distri-
bution for the Phase-2 scenario. The effective lifetime from the fit is 1.61 ±0.05 ps.

We provide the sensitivities of the measurement for the B
0
s ! µ+µ� effective lifetime and the

branching fractions of the rare decays of B
0
s and B

0 mesons to dimuons in Table 3. In the table,
the total relative uncertainties on the branching fractions of the B

0
s ! µ+µ� and B

0 ! µ+µ�

include both systematics and statistical uncertainties, while the absolute uncertainty on the B
0
s

effective lifetime is the statistical only. Based on the Run-2 analysis, it can be noted that the total
uncertainty on the B

0
s effective lifetime is currently dominated by the statistical uncertainty.

We have also repeated the pseudo-experiments without any systematics included. The results
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Figure 6: The binned maximum likelihood fit to the background-subtracted decay time distri-
bution for the Phase-2 scenario. The effective lifetime from the fit is 1.61 ±0.05 ps.

We provide the sensitivities of the measurement for the B
0
s ! µ+µ� effective lifetime and the

branching fractions of the rare decays of B
0
s and B

0 mesons to dimuons in Table 3. In the table,
the total relative uncertainties on the branching fractions of the B

0
s ! µ+µ� and B

0 ! µ+µ�

include both systematics and statistical uncertainties, while the absolute uncertainty on the B
0
s

effective lifetime is the statistical only. Based on the Run-2 analysis, it can be noted that the total
uncertainty on the B

0
s effective lifetime is currently dominated by the statistical uncertainty.

We have also repeated the pseudo-experiments without any systematics included. The results

10

show that the sensitivities of the B
0 branching ratios and of the range of the significance of B

0

observation do not change significantly. Therefore, it can be concluded that they are dominated
by the statistics of the total uncertainties. On the contrary, the sensitivity of the B

0
s branching

ratio reduces significantly that it is mostly driven by the systematic (⇠75%) uncertainties.

As an additional test to investigate the effect of the improved mass resolutions on the final
results, we have performed the pseudo-experiments assuming the Run-2 mass resolutions. The
studies show that there is a ⇠20% improvement in the sensitivity of the B

0 branching fraction
and the significance of its observation has a ⇠25% gain due to the upgraded Phase-2 CMS
tracker system.

Table 3: Estimated analysis sensitivity for different integrated luminosities. Columns in the
table, from left to right: the total integrated luminosity, the median expected number of recon-
structed B

0
s and B

0 mesons, the total uncertainties on the B
0
s ! µ+µ� and B

0 ! µ+µ� branch-
ing fractions, the range of the significance of B

0 observation (the range indicates the ±1s of the
distribution of significance) and the statistical uncertainty on the B

0
s ! µ+µ� effective lifetime.

L (fb�1) N(Bs) N(B
0) dB(Bs ! µµ) dB(B

0 ! µµ) s(B
0 ! µµ) d[t(Bs)](stat-only)

300 205 21 12% 46% 1.4 � 3.5s 0.15 ps
3000 2048 215 7% 16% 6.3 � 8.3s 0.05 ps

4 Conclusions
The inner tracker of the Phase-2 detector provides an order of 40-50% improvement on the
mass resolutions over the Run-2 case that will allow precise measurements of the B

0
s ! µ+µ�

and B
0 ! µ+µ� rare decays. The semileptonic background contribution into the signal regions

will be reduced substantially and the improved separation of the B
0
s and B

0 yields will lower
the signal cross feed contamination, which is crucial for the B

0 observation. With an integrated
luminosity of 3000 fb�1, CMS will have the capability to measure the B

0
s ! µ+µ� effective

lifetime with an error of about 0.05 ps and to observe the B
0 ! µ+µ� decay with more than 5

standard deviation significance.
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Figure 4: Constraints in the Wilson coe�cient plane C
bsµµ
9 vs. C

bsµµ
10 . Left: LFU ratios

only. Right: Combination of LFU ratios, combination of b ! sµµ observables,

BR(Bs ! µ
+
µ
�), and the global fit. The dashed lines show the constraints

before the recent updates [11, 13, 14,41].

pull from the b ! sµµ observables is somewhat reduced once the new physics dependence

of the theory errors is taken into account. We expect the e↵ect to become much more

pronounced with more precise data.

3.2. Two parameter scenarios

Next, we discuss scenarios where two Wilson coe�cients are turned on simultaneously.

In Figure 4 we show the best fit regions in the C
bsµµ
9 vs. C

bsµµ
10 plane. The plot on the

left focuses on the constraints from the LFU ratios RK and RK⇤ . The RK constraint

before the update [11] is shown by the dashed contours. As the measured RK > RK⇤

the best fit range prefers a sizable positive C
bsµµ
10 . The plot on the right shows the result

of the global fit. The Bs ! µ
+
µ
� branching ratio prefers a modest positive C

bsµµ
10 , while

the b ! sµµ observables mainly prefer a negative C
bsµµ
9 . Overall, the best fit point

corresponds to (Cbsµµ
9 , C

bsµµ
10 ) ' (�0.51, 0.30) with a pull of 5.3�.

In Figure 5 we show the viable parameter space of a couple of other Wilson coe�cient

pairs, that were found to give good fits in the past. The plot on the left shows the C
bsµµ
9

vs. C
0 bsµµ
9 plane, while the plot on the right shows the C

univ.
9 vs. �C

bsµµ
9 = �C

bsµµ
10 plane

(defined such that C
bsee
9 = C

univ.
9 and C

bsµµ
9 = C

univ.
9 + �C

bsµµ
9 ). The best fit points
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10 plane

(defined such that C
bsee
9 = C

univ.
9 and C

bsµµ
9 = C

univ.
9 + �C

bsµµ
9 ). The best fit points
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FFR Woes
✦ There is a connection between tests of flavour anomalies in 

b → sll transitions and the determination of fragmentation 
fraction ratios (FFRs), which are relative probabilities of b 
quark fragmentation into B0, B+, and Bs mesons 

✦ Experimental situation with the FFR determination is 
somewhat messy and there are a number of fine points that 
are often missed or ignored


✦ I'll talk about these caveats and the best ways to cleaning up 
the situation using the existing LHC and future Belle II data


✦ Some of these observations are explicitly targeting the CMS 
B physics program, particularly the new capabilities made 
possible by the large set of 2018 b-parked data


✦ The rest goes beyond CMS and targets more general issues 
related to both the LHC and the B factories

17
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d) ✦ At the moment, all three LHC collaborations use B+ → J/ψK+ as the 
normalization channel [LHCb also uses B0 → K+π-, assuming fu = fd, 
but the uncertainty is dominated by the former]


๏ This brings the fs/fu fragmentation function ratio (FFR) as the necessary 
input to the branching fraction measurement


๏ The current LHCb best value is 0.254 ± 0.008 [assuming fu = fd]

๏ In the CMS case, we correct this  

value for the pT variation [the  
latter is reported at ~8σ by the  
LHCb at 13 TeV, but not seen  
by ATLAS or internally in CMS]:


✤ fs/fu = 0.231 ± 0.008 (3σ lower)

๏ This 3.5% uncertainty is the  

dominant systematic uncertainty  
in the overall result:  
 
so it's important to reduce it!


✤ N.B. 0.008 is aggressive if the linear pT dependence is not confirmed!

On the Normalization
18
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Figure 1: Measurements of fs/fd sensitive observables as a function of the B-meson transverse
momentum, pT, overlaid with the fit function. The scaling factors rAF and rE are defined in the
text; the variable R is defined in Eq. 4. The vertical axes are zero-suppressed. The uncertainties
on the data points are fully independent of each other; overall uncertainties for measurements in
multiple pT intervals are propagated via scaling parameters, as described in the text. The band
associated with the fit function shows the uncertainty on the post-fit function for each sample.

is performed to verify the significance of the dependence of the intercept on the energy;
the di↵erence in �2 corresponds to an F-test statistic of 13.2 and to a significance of
5.9 standard deviations (�). Similarly, but less significantly, requiring only the slope
parameters to be common among the energies increases the �2 by 22 for two fewer
parameters, corresponding to an F-test significance of 2.7 �.

Many of the input measurements also provide results as a function of pseudorapidity,
none of them reporting any dependence on ⌘. A combined fit as a function of ⌘ is also
performed here. No dependence on pseudorapidity is found and the fs/fd value is found
to be in agreement with the one obtained through the fit as a function of transverse
momentum.

4.2 B0
s ! J/ � and B0

s ! D�
s ⇡

+
branching fractions

An additional output from the fit is FR, the ratio of the relative B0
s ! J/ � (with

� ! K+K�) to B+ ! J/ K+ branching fractions, as in Eq. 4. The measurement of
the B0

s ! J/ � branching fraction reported here is time-integrated, and as such should
be compared with theoretical predictions that include a correction for the finite B0

s -B
0
s

width di↵erence [46]. In addition, the total e�ciency varies for di↵erent e↵ective lifetimes;
therefore, branching fraction measurements should be reported for a given e↵ective lifetime
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slope: (-17.6 ± 2.1)x10-4 pT/GeV

LEP

9. Results 11

As for minor systematic uncertainties, the uncertainty of efficiency modeling is derived using
the different efficiency functions of the decay time in the lifetime fit of the B+ ! J/yK+ events.
We measure the lifetime of the MC samples generated with different lifetimes from the pseudo-
experiments while sharing the same efficiency function. The difference between the measured
lifetime and the input lifetime of the MC samples is assigned as the systematic uncertainty.

Table 4 summarizes the systematic uncertainties in the lifetime measurement. Most of the un-
certainties are treated as uncorrelated between different data-taking periods unless a clear cor-
relation is established.

Table 4: Summary of the systematic uncertainties in the B0
s ! µ+µ� effective lifetime measure-

ment (ps).
Effect 2016a 2016b 2017 2018
Efficiency modeling 0.01
Lifetime dependence 0.01
Decay time distribution mismodeling 0.10 0.06 0.02 0.02
Lifetime fit bias 0.04 0.04 0.05 0.04
Total 0.11 0.07 0.05 0.04

9 Results
Using the result of the B+ ! J/yK+ normalization fit with Equations 1 and 3, we find the
branching fractions to be:

B(B0
s ! µ+µ�) =

h
3.83+0.38

�0.36 (stat) +0.19
�0.16 (syst) +0.14

�0.13 ( fs/ fu)
i
⇥ 10�9,

B(B0 ! µ+µ�) =
⇥
0.37+0.75

�0.67 (stat) +0.08
�0.09 (syst)

⇤
⇥ 10�10.

These results are based on the following external inputs

• B(B+ ! J/yK+) = (1.020 ± 0.019)⇥ 10�3,
• B(J/y ! µ+µ�) = (5.961 ± 0.033)⇥ 10�2, and
• fs/ fu = 0.231 ± 0.008.

The branching fractions are taken from the PDG [41]. The fs/ fu ratio is derived from the
pT-dependent measurement of the fs/ fu ratio by LHCb [42]. We are using the effective pT
distribution observed in this measurement shown in Figure 2 to compute an effective fs/ fu
ratio for the phasespace used in this measurement.

The mass projections with all four data-taking periods merged together are shown in Figure 3.
The profile likelihood scans as functions of the B0

s ! µ+µ� and B0 ! µ+µ� branching frac-
tions for 1D and 2D cases are shown in Figure 4. The event yields for each component of the fit
are summarized in Table 5.

We also estimate the branching fractions using the B0
s ! J/yf decays for the normalization.

This result is free from the systematic uncertainty on the fs/ fu ratio, but it depends on the B0
s !

J/yf branching fraction. At the moment the branching fraction measurement is correlated with
the fs/ fu ratio measurement, but in future this may become a more precise test of the SM when

CMS <pT>

LHCb <pT>

https://journals.aps.org/prd/pdf/10.1103/PhysRevD.104.032005
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The pT Dependence?
✦ The jury is still out whether the linear slope suggested by LHCb holds

✦ There is undoubtedly a strong pT dependence for the Λb fragmentation 

fraction, but:

๏ Different production mechanism from meson production

๏ Possible proton remnant effects

๏ Significant feed-down from heavier beauty baryons 


✦ CDF and ATLAS see no strong pT dependence for fs/fd and agree with the 
asymptotic LEP value
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average reconstructed to true pT(Hb) as a function of m(Hcµ
�) and is determined using

simulation. It varies from 0.75 for m(Hcµ
�) equals 3GeV to unity at m(Hcµ

�) = m(Hb).
The distribution of fs/(fu+fd) as a function of pT(Hb) is shown in Fig. 3. We perform

a linear �2 fit incorporating a full covariance matrix which takes into account the bin-by-
bin correlations introduced from the kaon kinematics, and PID and tracking systematic
uncertainties. The factor A in Eq. 1 incorporates the global systematic uncertainties
described later, which are independent of pT(Hb). The resulting function is

fs

fu + fd
(pT) = A [p1 + p2 ⇥ (pT � hpTi)] , (1)

where pT here refers to pT(Hb), A = 1± 0.043, p1 = 0.119± 0.001, p2 = (�0.91± 0.25) ·
10�3GeV�1, and hpTi = 10.1GeV. The correlation coe�cient between the fit parameters
is 0.20. After integrating over pT(Hb), no ⌘ dependence is observed (see the Supplemental
material).

We determine an average value for fs/(fu+fd) by dividing the yields of B0
s
semileptonic

decays by the sum of B0 and B
� semileptonic yields, which are all e�ciency-corrected,

between the limits of pT(Hb) of 4 and 25GeV and ⌘ of 2 and 5, resulting in

fs

fu + fd
= 0.122± 0.006,

where the uncertainty contains both statistical and systematic components, with the latter
being dominant, and discussed subsequently. The total relative uncertainty is 4.8%.
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Figure 3: The ratios fs/(fu+fd) and f
⇤
0
b
/(fu+fd) in bins of pT(Hb). The B0

s data are indicated

by solid circles, while the ⇤
0
b
by triangles. The smaller (black) error bars show the combined

bin-by-bin statistical and systematic uncertainties, and the larger (blue) ones show the global
systematics added in quadrature. The fits to the data are shown as the solid (green) bands,
whose widths represents the ±1� uncertainty limits on the fit shapes, and the dashed (black)
lines give the total uncertainty on the fit results including the global scale uncertainty. In the
highest two pT bins the points have been displaced from the center of the bin.
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fixed parameters are varied by!1σ, and the difference with
respect to the nominal yield is taken as a systematic error.
In addition, since S-wave contributions from B0

s →
J=ψKþK− and B0

s → J=ψf0ð980Þ decays to B0
s → J=ψϕ

and B0
d → J=ψK%0 are neglected in the fits, an uncertainty

is derived using the ATLAS measured contribution of 2.4%
[22] for B0

s → J=ψϕ, and the contribution of 1% for B0
d →

J=ψK%0 derived from the MC simulation. All additive
systematic errors are added in quadrature, yielding total
additive uncertainties of 220 NB0

s
and 650 NB0

d
events.

The multiplicative systematic uncertainty includes con-
tributions from the relative efficiency and the branching
fractions of the ϕ and K%0 decays. The uncertainty on the
relative efficiency is dominated by the uncertainty on
the ϕ=K%0 selection (1.2%), which is obtained by varying
the fixed fit parameters in the ϕ and K%0 fits by !1σ and
adding all contributions in quadrature. Other uncertainties
from the J=ψ selection (0.2%), reweighting (0.4%), B0

s and
B0
d lifetimes (0.002%), and the contribution due to uncer-

tainties in the polarization parameters (0.01%) are

negligible. Varying the selection criteria of χ2=dof, Lxy

and α gives negligible contributions. Table I summarizes
the contributions of the additive and multiplicative sys-
tematic errors.
From the ratio NB0

s
=NB0

d
after efficiency correction and

division by ϕ and K%0 decay branching fractions, ATLAS
measures

fs
fd

BðB0
s → J=ψϕÞ

BðB0
d → J=ψK%0Þ

¼ 0.199! 0.004ðstatÞ ! 0.008ðsystÞ:

ð3Þ

A perturbative QCD prediction [23] yields

BðB0
s → J=ψϕÞ

BðB0
d → J=ψK%0Þ

¼ 0.83þ0.03
−0.02ðωBÞþ0.01

−0.00ðfMÞþ0.01
−0.02ðaiÞþ0.01

−0.02ðmcÞ;

where the uncertainties result from the shape parameter ωB
of the B meson wave function, meson decay constants fM,
Gegenbauer moments ai in the wave functions of the light
vector mesons and the c-quark mass. Adding all contri-
butions linearly yields a 7.1% theory error. Using this
prediction, the ratio of fragmentation fractions is measured
to be

fs
fd

¼ 0.240! 0.004ðstatÞ ! 0.010ðsystÞ ! 0.017ðthÞ: ð4Þ

Figure 2 (right panel) shows the ATLAS fs=fd meas-
urement in comparison with results from LEP [6], CDF
[6,7], and LHCb [8,9]. The ratio fs=fd may depend on pT
and η of the B meson; e.g., LHCb observes a pT but no η
dependence of fs=fd [8]. Figure 2 (left panel) shows the pT
dependence of fs=fd for ATLAS and that of other

TABLE I. Measured B0
s and B0

d signal yields, the efficiency
ratio Reff extracted from simulations, world averages for ϕ
and K%0 decay branching fractions, as well as corresponding
systematic uncertainties σ on ðfs=fdÞ½BðB0

s → J=ψϕÞ=
BðB0

d → J=ψK%0Þ(.

Observable Value σ Reference

NB0
s

6640! 100! 220 3.3%
NB0

d
36290! 320! 650 1.8%

Reff 0.799! 0.001! 0.010 1.3%
Bðϕ → KþK−Þ 0.489! 0.005 1.0% [15]
BðK%0 → Kþπ−Þ 0.66503! 0.00014 0.02% [15]

Total 4.1%
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FIG. 2 (color online). (Left panel) Measurements of fs=fd versus Bmeson pT for CDF [7], LHCb [8], and ATLAS, where the ATLAS
data points are plotted at the average pT of the events in each bin. The error bars show statistical and systematic errors added in
quadrature. The LEP ratio, taken from Ref. [6], is plotted at an average pT value in Z decays. (Right panel) Measurements of fs=fd
(black and blue points with error bars) from LEP [6], CDF [6], LHCb [8,9], and ATLAS. The total experimental error (thin black line) is
added linearly to the theory error (thick red line). The green-shaded region shows the HFAG average obtained using the blue points.
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The pT Dependence?
✦ The jury is still out whether the linear slope suggested by LHCb holds

✦ There is undoubtedly a strong pT dependence for the Λb fragmentation 

fraction, but:

๏ Different production mechanism from meson production

๏ Possible proton remnant effects

๏ Significant feed-down from heavier beauty baryons 


✦ CDF and ATLAS see no strong pT dependence for fs/fd and agree with the 
asymptotic LEP value
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average reconstructed to true pT(Hb) as a function of m(Hcµ
�) and is determined using

simulation. It varies from 0.75 for m(Hcµ
�) equals 3GeV to unity at m(Hcµ

�) = m(Hb).
The distribution of fs/(fu+fd) as a function of pT(Hb) is shown in Fig. 3. We perform

a linear �2 fit incorporating a full covariance matrix which takes into account the bin-by-
bin correlations introduced from the kaon kinematics, and PID and tracking systematic
uncertainties. The factor A in Eq. 1 incorporates the global systematic uncertainties
described later, which are independent of pT(Hb). The resulting function is

fs

fu + fd
(pT) = A [p1 + p2 ⇥ (pT � hpTi)] , (1)

where pT here refers to pT(Hb), A = 1± 0.043, p1 = 0.119± 0.001, p2 = (�0.91± 0.25) ·
10�3GeV�1, and hpTi = 10.1GeV. The correlation coe�cient between the fit parameters
is 0.20. After integrating over pT(Hb), no ⌘ dependence is observed (see the Supplemental
material).

We determine an average value for fs/(fu+fd) by dividing the yields of B0
s
semileptonic

decays by the sum of B0 and B
� semileptonic yields, which are all e�ciency-corrected,

between the limits of pT(Hb) of 4 and 25GeV and ⌘ of 2 and 5, resulting in

fs

fu + fd
= 0.122± 0.006,

where the uncertainty contains both statistical and systematic components, with the latter
being dominant, and discussed subsequently. The total relative uncertainty is 4.8%.

) [GeV]bH(T
p

5 10 15 20 25

 F
ra

ct
io

ns
0 b

Λ
 a

nd
 

sB

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4
LHCb

 = 13 TeVs

u
f + 

d
f

s
f

uf + 
d
f

bΛ
f

Figure 3: The ratios fs/(fu+fd) and f
⇤
0
b
/(fu+fd) in bins of pT(Hb). The B0

s data are indicated

by solid circles, while the ⇤
0
b
by triangles. The smaller (black) error bars show the combined

bin-by-bin statistical and systematic uncertainties, and the larger (blue) ones show the global
systematics added in quadrature. The fits to the data are shown as the solid (green) bands,
whose widths represents the ±1� uncertainty limits on the fit shapes, and the dashed (black)
lines give the total uncertainty on the fit results including the global scale uncertainty. In the
highest two pT bins the points have been displaced from the center of the bin.

6

LHCb PRD 100 (2019) 031102

fixed parameters are varied by!1σ, and the difference with
respect to the nominal yield is taken as a systematic error.
In addition, since S-wave contributions from B0

s →
J=ψKþK− and B0

s → J=ψf0ð980Þ decays to B0
s → J=ψϕ

and B0
d → J=ψK%0 are neglected in the fits, an uncertainty

is derived using the ATLAS measured contribution of 2.4%
[22] for B0

s → J=ψϕ, and the contribution of 1% for B0
d →

J=ψK%0 derived from the MC simulation. All additive
systematic errors are added in quadrature, yielding total
additive uncertainties of 220 NB0

s
and 650 NB0

d
events.

The multiplicative systematic uncertainty includes con-
tributions from the relative efficiency and the branching
fractions of the ϕ and K%0 decays. The uncertainty on the
relative efficiency is dominated by the uncertainty on
the ϕ=K%0 selection (1.2%), which is obtained by varying
the fixed fit parameters in the ϕ and K%0 fits by !1σ and
adding all contributions in quadrature. Other uncertainties
from the J=ψ selection (0.2%), reweighting (0.4%), B0

s and
B0
d lifetimes (0.002%), and the contribution due to uncer-

tainties in the polarization parameters (0.01%) are

negligible. Varying the selection criteria of χ2=dof, Lxy

and α gives negligible contributions. Table I summarizes
the contributions of the additive and multiplicative sys-
tematic errors.
From the ratio NB0

s
=NB0

d
after efficiency correction and

division by ϕ and K%0 decay branching fractions, ATLAS
measures

fs
fd

BðB0
s → J=ψϕÞ

BðB0
d → J=ψK%0Þ

¼ 0.199! 0.004ðstatÞ ! 0.008ðsystÞ:

ð3Þ

A perturbative QCD prediction [23] yields

BðB0
s → J=ψϕÞ

BðB0
d → J=ψK%0Þ

¼ 0.83þ0.03
−0.02ðωBÞþ0.01

−0.00ðfMÞþ0.01
−0.02ðaiÞþ0.01

−0.02ðmcÞ;

where the uncertainties result from the shape parameter ωB
of the B meson wave function, meson decay constants fM,
Gegenbauer moments ai in the wave functions of the light
vector mesons and the c-quark mass. Adding all contri-
butions linearly yields a 7.1% theory error. Using this
prediction, the ratio of fragmentation fractions is measured
to be

fs
fd

¼ 0.240! 0.004ðstatÞ ! 0.010ðsystÞ ! 0.017ðthÞ: ð4Þ

Figure 2 (right panel) shows the ATLAS fs=fd meas-
urement in comparison with results from LEP [6], CDF
[6,7], and LHCb [8,9]. The ratio fs=fd may depend on pT
and η of the B meson; e.g., LHCb observes a pT but no η
dependence of fs=fd [8]. Figure 2 (left panel) shows the pT
dependence of fs=fd for ATLAS and that of other

TABLE I. Measured B0
s and B0

d signal yields, the efficiency
ratio Reff extracted from simulations, world averages for ϕ
and K%0 decay branching fractions, as well as corresponding
systematic uncertainties σ on ðfs=fdÞ½BðB0

s → J=ψϕÞ=
BðB0

d → J=ψK%0Þ(.

Observable Value σ Reference

NB0
s

6640! 100! 220 3.3%
NB0

d
36290! 320! 650 1.8%

Reff 0.799! 0.001! 0.010 1.3%
Bðϕ → KþK−Þ 0.489! 0.005 1.0% [15]
BðK%0 → Kþπ−Þ 0.66503! 0.00014 0.02% [15]

Total 4.1%
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FIG. 2 (color online). (Left panel) Measurements of fs=fd versus Bmeson pT for CDF [7], LHCb [8], and ATLAS, where the ATLAS
data points are plotted at the average pT of the events in each bin. The error bars show statistical and systematic errors added in
quadrature. The LEP ratio, taken from Ref. [6], is plotted at an average pT value in Z decays. (Right panel) Measurements of fs=fd
(black and blue points with error bars) from LEP [6], CDF [6], LHCb [8,9], and ATLAS. The total experimental error (thin black line) is
added linearly to the theory error (thick red line). The green-shaded region shows the HFAG average obtained using the blue points.
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World Average fs/fd
✦ Given the tension between different measurements of FFR 

and the claimed pT dependence by LHCb, world average 
FFRs are no longer being updated:

๏ From HFLAV arXiv:2206.07501


✦ PDG still provides the world average values:
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8 75. B0–B
0 Mixing

Table 75.1: ‰ and b-hadron fractions (see text).

Z decays [96] Tevatron [96] LHC (
Ô

s) [97,98]
‰ 0.1259 ± 0.0042 0.147 ± 0.011
fu = fd 0.408 ± 0.007 0.344 ± 0.021
fs 0.100 ± 0.008 0.115 ± 0.013
fbaryon 0.084 ± 0.011 0.198 ± 0.046
fs/fd 0.246 ± 0.023 0.333 ± 0.040 0.239 ± 0.007 ( 7 TeV)

0.239 ± 0.008 ( 8 TeV)
0.254 ± 0.008 (13 TeV)

using lepton pairs from bb events at high energy measure the quantity

‰ = f Õ
d ‰d + f Õ

s ‰s , (75.22)

where f Õ
q (q = s, d) is the B0

q fraction in a sample of semileptonic b-hadron decays. Assuming that all
b hadrons have the same semileptonic decay width implies f Õ

q = fq/(≈q·b), where ·b is the average b-
hadron lifetime. Hence ‰ measurements performed at LEP [85] and Tevatron [86,87], together with
‰d given in Eq. (75.16) and the very good approximation ‰s = 1/2 (in fact ‰s = 0.499312±0.000004
from Eqs. (75.5), (75.17) and (75.20)), provide constraints on fd and fs.

The LEP experiments have measured B(b̄ æ B0
s ) ◊ B(B0

s æ D≠
s ¸+‹¸X) [88], B(b æ »0

b) ◊

B(»0

b æ »+
c ¸≠‹¸X) [89], and B(b æ …≠

b ) ◊ B(…≠
b æ …≠¸≠‹¸X) [90] from partially reconstructed

final states including a lepton, fbaryon from protons identified in b events [91], and the production
rate of charged b hadrons [92]. The b-hadron fraction ratios measured at CDF are based on double
semileptonic Kúµµ and „µµ final states [93] and lepton-charm final states [94]; in addition CDF
and DØ have both measured strange b-baryon production [95]. A combination of the available
information from LEP and Tevatron yields, under the constraints fu = fd, fu +fd +fs +fbaryon = 1
and Eq. (75.22), the averages of the first two columns of Table 75.1.

Fraction ratios have been studied by LHCb using fully reconstructed hadronic B0
s and B0

d decays
as well as semileptonic decays of »0

b , B0
s , B0

d and Bu (see [97] and references therein). ATLAS has
measured fs/fd using B0

s æ J/Â„ and B0
æ J/ÂKú0 decays [98]. Both CDF and LHCb observe

that the ratio f»0
b
/(fu + fd) decreases with the transverse momentum of the lepton+charm system,

indicating that the b-hadron fractions are not the same in di�erent environments. LHCb also
observes that fs/(fu + fd) decreases with transverse momentum. The third column of Table 75.1
displays the LHC measurements of fs/fu = fs/fd, which increase slowly with centre-of-mass energy.
The B+

c fraction has been measured for the first time by LHCb to be (0.26 ± 0.06)% [99].

75.6 CP -violation studies
Evidence for CP violation in B0

q –B
0

q mixing has been searched for, both with flavor-specific and
inclusive B0

q decays, in samples where the initial flavor state is tagged, usually with a lepton from
the other b-hadron in the event. In the case of semileptonic (or other flavor-specific) decays, where
the final-state tag is also available, the following asymmetry [2]

A
q
SL

=
N(B0

q(t) æ ¸+‹¸X) ≠ N(B0
q (t) æ ¸≠‹¸X)

N(B0
q(t) æ ¸+‹¸X) + N(B0

q (t) æ ¸≠‹¸X)
ƒ 1 ≠ |q/p|

2

q (75.23)

has been measured either in time-integrated analyses at CLEO [49, 100], BaBar [101], CDF [102],
DØ [103–105] and LHCb [106], or in time-dependent analyses at LEP [40,107], BaBar [50,108] and

11th August, 2022

of inclusive Z decays, the other set is somewhat ill-defined, since it depends on the geometrical456

and kinematical acceptance of the experiments and over which the measurements are integrated.457

With the ever increasing precision in heavy flavour measurements, the b-hadron fraction aver-458

ages provided by HFLAV for high-energy hadron collisions are no longer of interest, since they459

are not directly transferable from one experiment to the other. We have therefore decided to no460

longer maintain these averages. The interested reader should refer to Sec. 4.1.3 of our previous461

publication [1].462

The relative fractions of b-hadron types produced in Z decays are universal and therefore463

still of interest. Since the averages we have reported in Ref. [1] have remained stable over the464

last decade and new data are not expected until a future new electron-positron collider operates465

again at the Z pole, they are not reported here.466
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Normalization (cont'd)
✦ Alternative would be to use the Bs →J/ψɸ decay for the Bs → μμ 

normalization, which should eliminate the need for the fs/fu ratio

✦ Currently, the world average [PDG] is based on three results:


๏ CDF, 1.96 TeV: B(Bs →J/ψɸ) = (1.5 ± 0.5 ± 0.1)x10-3


๏ Belle, Y(5S) → BsBs, B(Bs →J/ψɸ) = (1.25 ± 0.24)x10-3

๏ LHCb, 7,8,13 TeV: B(Bs →J/ψɸ) = (1.037 ± 0.032 ± 0.022)x10-3


✤ However, the dominant LHCb result uses B+ and B0 decays as the 
normalization channel, so this measurement is ~100% correlated with their 
fs/fu or fs/fd measurement - not an independent normalization channel!


✦ Can we use some other Bs decay mode to normalize?

๏ Not really as none of them have been measured to a precision better 

than 10%, and most are affected by the same normalization channel 
issue


✦ Really need Belle II Y(5S) measurements to make a breakthrough in 
precision

๏ Why don't they run on the Y(5S) first??? 😃

21
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FFR Measurements - I
✦ Three main methods are used at the LHC


๏ Semileptonic decays with charm (B(s) → D(s)Xμν)

✤ Based on a theoretical calculation in the HQ expansion 

scheme predicting semileptonic widths for all species to be 
≈equal, within a ~1% precision [Bigi et al, arXiv:1105.4574]


✤ The experimental precision (~4%) is dominated by the 
systematic uncertainty, which mainly comes from excited 
charm states modeling, lifetime measurements, and cross-
feeds from all-hadronic decays


❖ No theoretical uncertainty is considered, while theoretical 
calculations may not be that clean


✤ Experimental difficulties include the contamination from D*, 
D**, etc. decays, which are poorly known

22
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FFR Measurements - II
๏ Hadronic decays with charm (B(s) → D(s)K; D(s)π)


✤ Claimed to be the most clean theoretically

✤ Calculations are done in the factorization scheme [Fleischer et al., 

arXiv:1004.3982] 

✤ Dominant systematic uncertainty is in determination of the form-factor B(s) → D(s) 

ratio, NF (discussed later)

✤ Experimental advantage: fully reconstructible decays largely remove 

contamination from excited states

๏ Hadronic decays with charmonium (B(s) → J/ψK*(φ))


✤ The ATLAS method is based on a single available theoretical calculation of the 
ratio:


✤ Unfortunately, this prediction [Liu et al., arXiv:1309.0313] is based on pQCD 
predictions, which are notoriously unreliable 


✤ Thus, the claimed precision fs/fd = 0.240 ± 0.004 (stat) ± 0.010 (syst) ± 0.017 (th), 
which is completely dominated by the theoretical uncertainty, is likely to be 
overstated


✤ This channel, while very clean experimentally, is only useful for shape 
measurements (e.g., pT dependence), but not for the absolute fs/fd determination23

Table 1: Measured B
0
s

and B
0
d

signal yields, the e�ciency ratio Re↵ extracted from simulations, world averages for
� and K

⇤0 decay branching fractions as well as corresponding systematic uncertainties � on fs

fd

B(B0
s
!J/ �)

B(B0
d
!J/ K⇤0) .

Observable Value � Ref.
N

B
0
s

6640 ± 100 ± 220 3.3%
N

B
0
d

36290 ± 320 ± 650 1.8%
Re↵ 0.799 ± 0.001 ± 0.010 1.3%
B(�! K

+
K
�) 0.489 ± 0.005 1.0% [15]

B(K⇤0 ! K
+⇡�) 0.66503 ± 0.00014 0.02% [15]

Total 4.1%

From the ratio N
B

0
s
/N

B
0
d

after e�ciency correction and division by � and K
⇤0 decay branching fractions,

ATLAS measures

fs

fd

B(B0
s
! J/ �)

B(B0
d
! J/ K⇤0)

= 0.199 ± 0.004(stat) ± 0.008(sys). (3)

A perturbative QCD prediction [23] yields

B(B0
s
! J/ �)

B(B0
d
! J/ K⇤0)

= 0.83+0.03
�0.02(!B)+0.01

�0.00( fM)+0.01
�0.02(ai)+0.01

�0.02(mc),

where the uncertainties result from the shape parameter !B of the B meson wave function, meson decay
constants fM, Gegenbauer moments ai in the wave functions of the light vector mesons and the c-quark
mass. Adding all contributions linearly yields a 7.1% theory error. Using this prediction, the ratio of
fragmentation fractions is measured to be

fs

fd

= 0.240 ± 0.004(stat) ± 0.010(sys) ± 0.017(th). (4)

Figure 2 (right) shows the ATLAS fs/ fd measurement in comparison with results from LEP [6], CDF [6,
7] and LHCb [8, 9]. The ratio fs/ fd may depend on pT and ⌘ of the B meson, e.g. LHCb observes a pT
but no ⌘ dependence of fs/ fd [8]. Figure 2 (left) shows the pT dependence of fs/ fd for ATLAS and that
of other experiments. To investigate the pT and ⌘ dependences of fs/ fd, the data sample is divided into
six pT bins in the range 8 GeV < pT < 50 GeV and into four ⌘ bins for |⌘| < 2.5 such that the number
of events in each bin is approximately equal. The fs/ fd distributions as a function of pT and ⌘ have been
fitted with a uniform (first-order polynomial) distribution yielding fit p-values 0.54 (0.66) and 0.66 (0.49),
respectively. No significant fs/ fd dependence on pT and |⌘| is seen at the present level of accuracy.

In summary, this Letter reports on the first ATLAS measurement of the ratio of B
0
s
! J/ � and B

0
d
!

J/ K
⇤0 branching fractions multiplied by the ratio of fragmentation fractions fs/ fd from which fs/ fd

is determined. The data were produced at the LHC in pp collisions at
p

s = 7 TeV and correspond to
an integrated luminosity of 2.47 fb�1. This fs/ fd measurement, obtained with a new approach, agrees
with the LHCb [8, 9] results improving the world average considerably. A comparison with the CDF [6,
7] measurement and the LEP [6] average confirms the universality of fs/ fd. The ATLAS data show no
dependence on pT nor on |⌘| within the kinematic range tested.

6

FF shape par. Decay const. Charm mass
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FFR in CMS
✦ Several analyses are ongoing, with the results expected 

this year:

๏ FFR with charmonium Bs → J/ψφ, B0 →J/ψK* (non-parked 

data; shape measurement - testing claimed pT dependence)

๏ FFR with fully hadronic charm decays Bs → Ds-π+/K+,  

B0 → D-K+ via D-π+ (parked data - never thought it would be 
possible - Charm Meson Spectrometer!)


๏ FFR with charmonium Bs → J/ψφ, B0 →J/ψK* (parked data)

✦ However, one has to use theoretical input to calculate the 

FFR in hadronic charm decays (the present measurement 
of B(Bs → Ds-π+) is dominated by LHCb and uses fs/fd as 
an input): B(Bs → Ds-π+) = (3.20 ± 0.10 ± 0.16)x10-3


✦ Belle measurement has a 20% uncertainty: B(Bs → Ds-π+) 
= (3.6 ± 0.5 ± 0.5)x10-3 - need Y(5S) data!

24
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FFR in CMS
✦ Several analyses are ongoing, with the results expected 

this year:

๏ FFR with charmonium Bs → J/ψφ, B0 →J/ψK* (non-parked 

data; shape measurement - testing claimed pT dependence)

๏ FFR with fully hadronic charm decays Bs → Ds-π+/K+,  

B0 → D-K+ via D-π+ (parked data - never thought it would be 
possible - Charm Meson Spectrometer!)


๏ FFR with charmonium Bs → J/ψφ, B0 →J/ψK* (parked data)

✦ However, one has to use theoretical input to calculate the 

FFR in hadronic charm decays (the present measurement 
of B(Bs → Ds-π+) is dominated by LHCb and uses fs/fd as 
an input): B(Bs → Ds-π+) = (3.20 ± 0.10 ± 0.16)x10-3


✦ Belle measurement has a 20% uncertainty: B(Bs → Ds-π+) 
= (3.6 ± 0.5 ± 0.5)x10-3 - need Y(5S) data!
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Theoretical Calculations
✦ The LHCb extraction is based on the QCD factorization 

framework [Fleischer, Serra, Tuning PRD 83 (2011) 014017]:

๏ Cabibbo-suppressed D-K+ channel is cleaner than the D-π+ channel, 

due to the lack of an extra non-factorizable diagram

25
J
H
E
P
0
4
(
2
0
1
3
)
0
0
1

relative decay rates can be used to determine the ratio of fragmentation fractions for B0
s

and B0 mesons through

fs
fd

=
B(B0! D�K+)

B(B0
s ! D�

s ⇡+)

✏DK

✏Ds⇡

NDs⇡

NDK

= �PS

����
Vus

Vud

����
2✓fK

f⇡

◆2 ⌧B0

⌧B0
s

1

NaNF

B(D� ! K+⇡�⇡�)

B(D�
s ! K+K�⇡�)

✏DK

✏Ds⇡

NDs⇡

NDK
, (1.1)

where N corresponds to a signal yield, ✏ corresponds to a total e�ciency, ⌧B0
s
/⌧B0 =

0.984 ± 0.011 [7] corresponds to the ratio of lifetimes and B(D� ! K+⇡�⇡�) = (9.14 ±
0.20)% [8] and B(D�

s ! K+K�⇡�) = (5.50 ± 0.27)% [9] correspond to the D�
(s) meson

branching fractions. The factor Na = 1.00± 0.02 accounts for the ratio of non-factorizable

corrections [10], NF = 1.092 ± 0.093 for the ratio of B0
(s) ! D�

(s) form factors [11], and

�PS = 0.971 for the di↵erence in phase space due to the mass di↵erences of the initial and

final state particles. The numerical values used for the CKM matrix elements are |Vus| =
0.2252, |Vud| = 0.97425, and for the decay constants are f⇡ = 130.41MeV, fK = 156.1MeV,

with negligible uncertainties, below 1% [2]. The measurement is not statistically limited by

the size of the B0! D�K+ sample , and therefore the theoretically less clean B0! D�⇡+

decays, where exchange diagrams contribute to the total amplitude, do not contribute to

the knowledge of fs/fd .

The ratio of fragmentation fractions can depend on the centre-of-mass energy, as well

as on the kinematics of the B0
(s) meson, as was studied previously at LHCb with partially

reconstructed B decays [4]. The dependence of the ratio of fragmentation fractions on

the transverse momentum pT and pseudorapidity ⌘ of the B0
(s) meson is determined using

fully reconstructed B0! D�⇡+ and B0
s ! D�

s ⇡
+ decays. Since it is only the dependence

that is of interest here, the more abundant B0 ! D�⇡+ decay is used rather than the

B0! D�K+ decay. The B0! D�K+ and B0! D�⇡+ decays are also used to determine

their ratio of branching fractions, which can be used to quantify non-factorizable e↵ects in

such heavy-to-light decays [10].

The paper is organised as follows: the detector is described in section 2, followed

by the event selection and the relative selection e�ciencies in section 3. The fit to the

mass distributions and the determination of the signal yields are discussed in section 4.

The systematic uncertainties are presented in section 5, and the final results are given in

section 6.

2 Detector and software

The LHCb detector [12] is a single-arm forward spectrometer covering the pseudorapidity

range 2 < ⌘ < 5, designed for the study of particles containing b or c quarks. The detector

includes a high precision tracking system consisting of a silicon-strip vertex detector sur-

rounding the pp interaction region, a large-area silicon-strip detector located upstream of

a dipole magnet with a bending power of about 4Tm, and three stations of silicon-strip

detectors and straw drift tubes placed downstream. Data are taken with both magnet

polarities. The combined tracking system has momentum resolution �p/p that varies from

– 2 –

Table 2: External inputs used in the hadronic and semileptonic analyses updated with respect
to previous publications. The value of NE is updated using Ref. [7]. The values of CKM matrix
elements ratio |Vus|/|Vud| and of the meson decay constants’ ratio fK/f⇡ are the same as in
Ref. [9].

Input Value Reference

B(D0! K+⇡�) (3.999± 0.045)% [6]
B(D�! K+⇡�⇡�) (9.38± 0.16)% [7]
B(D�

s ! K�K+⇡�) (5.47± 0.10)% [6,39]

⌧B0
s
/⌧B0 1.006± 0.004 [6]

(⌧B+ + ⌧B0)/2⌧B0
s

1.032± 0.005 [6]
(1� ⇠s) 1.010± 0.005 [34]

Na 1.000± 0.020 [36]
NF 1.000± 0.042 [19, 40]
NE 0.966± 0.062 [7, 36]

|Vus|fK/|Vud|f⇡ 0.2767 [9]

of this decay mode is very powerful for studying the
p
s and pT dependence of the

fragmentation fraction ratio. The measurement in Ref. [16] includes a full amplitude
analysis of the B0

s ! J/ K+K� decay in order to separate the components in the K+K�

spectrum. The largest resonant contributions are from the f0(980), the �, and the f 0(1525)
mesons. In the mass region close to the � resonance, in addition to the f0(980) meson,
there is also a non-resonant S-wave component. The total S-wave fraction is in general not
negligible [16] and varies as a function of the K+K� invariant mass. When considering
a small window around the � resonance mass, the S-wave contribution is significantly
reduced. The B0

s ! J/ � measurement from Ref. [10], required a tight mass window
of ±10MeV around the � mass; therefore, the contribution of the S-wave component is
suppressed to (1.0± 0.2)%. This contribution is subtracted from the final value of the
branching fraction reported in this paper.

To determine fs/fd, the semileptonic and hadronic measurements rely on external
inputs from theory and experiment; most prominently, the D�, D0 and D�

s meson
branching fractions to the considered decay modes, the B+, B0 and B0

s meson lifetimes,
and the theory predictions for the Na, NF , and NE parameters. In this combined analysis,
all of the external inputs have been updated to their currently best known values, as
shown in Table 2. For B(D�

s ! K�K+⇡�), a recent result from BESIII [39] is included
and the weighted average of all current measurements is taken. For NE, the prediction
from Ref. [36] is used, which is based on the ratio of branching fractions of the decays
B0 ! D⇤�K+ and B0 ! D⇤�⇡+ and is updated using their current world averages [7].
The measurements and their uncertainties are thus rescaled to take into account the
updated external inputs. The variation of the B-meson lifetimes could a↵ect the estimates
of the e�ciencies used to determine fs/fd; it has been checked that this e↵ect is negligible
compared to the systematic uncertainties associated with each measurement.
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Table 1 Numerical inputs and results for the QCDF expressions for
the branching fractions at leading power. We compare the results of
Ref. [2] with our results. The predictions for the B̄0

s branching frac-

tions are not time-integrated, and therefore differ from the measured
branching fractions by a factor of (1 − y2

s ) [20]

Quantity Unit This work Ref. [2] (2016)

F B̄→D
0 (M2

K ) – 0.672 ± 0.011 0.670 ± 0.031

F
B̄0
s →Ds

0 (M2
π ) – 0.673 ± 0.011 0.700 ± 0.100

AB̄→D∗
0 (M2

K ) – 0.708 ± 0.038 0.654 ± 0.068

A
B̄0
s →D∗

s
0 (M2

π ) – 0.689 ± 0.064 0.520 ± 0.060
∣∣a1(D+

s π−)
∣∣ – 1.0727+0.0125

−0.0140 1.073+0.012
−0.014∣∣a1(D+K−)

∣∣ – 1.0702+0.0101
−0.0128 1.070+0.010

−0.013∣∣a1(D∗+
s π−)

∣∣ – 1.0713+0.0128
−0.0137 1.071+0.013

−0.014∣∣a1(D∗+K−)
∣∣ – 1.0687+0.0103

−0.0125 1.069+0.010
−0.013

|Vcb| 10−3 41.1 ± 0.5 39.5 ± 0.8

|Vud | fπ MeV 127.13 ± 0.13 126.8 ± 1.4

|Vus | fK MeV 35.09 ± 0.06 35.06 ± 0.15

τBd ps 1.519 ± 0.004 1.520 ± 0.004

τBs ps 1.510 ± 0.004 1.505 ± 0.004

B(B̄0 → D+K−) 10−3 0.326 ± 0.015 0.301+0.032
−0.031

B(B̄0 → D∗+K−) 10−3 0.327+0.039
−0.034 0.259+0.039

−0.037

B(B̄0
s → D+

s π−) 10−3 4.42 ± 0.21 4.39+1.36
−1.19

B(B̄0
s → D∗+

s π−) 10−3 4.30+0.9
−0.8 2.24+0.56

−0.50

a method independent from the one investigated here.
We make the dependence on the Ds branching fraction
explicit also in this case, since it is an important uncer-
tainty and correlated with the other measurements in the
fit. The dependence on B(D− → K+π−π−) is not as
easily included and its contribution to the uncertainty not
as large as for the Ds case.

The fit results for these two scenarios are collected in Table 2
under “our fits (w/o QCDF)”. Both fits describe the avail-
able data perfectly, meaning there are no obvious incon-
sistencies among the measurements. We observe significant
shifts compared to the PDG fit results for B̄0 → D+K−

and B̄0 → D+π− modes, but overall our results are well
compatible with the PDG fit. More importantly, we obtain
the full correlation matrix for these branching fractions,
which allows to calculate their ratios with reduced uncer-
tainties. Our improvements significantly sharpen the pat-
tern that was apparent already in Refs. [2,4]: the ratios of
branching fractions are well reproduced, the largest differ-
ence between measurement and prediction is 1.3σ forRV/P

s .
On the other hand, what was a tendency to overestimate the
individual branching fractions in the past, is now a clear dis-
crepancy: naively we observe a 4σ difference between pre-
diction and measurement in B̄0

s → D+
s π−, over 5σ differ-

ence in B̄0 → D+K−, about 2σ in B̄0
s → D∗+

s π− and
3σ in B̄0 → D∗+K−. A fit to the same data as above, but

expressing all branching fractions by their QCDF expres-
sions without allowing for corrections results in χ2

min = 38.7
for 9 degrees of freedom. We see the following possibilities
to resolve this discrepancy:

1. One obvious option is the presence of large non-factorizable
contributions of O(15−20%) at amplitude level in each
of the modes. This was already discussed in Ref. [2],
where the discrepancy has a smaller statistical signif-
icance. When taking our new estimates in Eqs. (12)–
(14), which allow already for an enhancement by a fac-
tor of 10 in the hadronic matrix elements, at face value,
this scenario is clearly and significantly disfavoured at
the 4.4σ level. We emphasize that we do not only see
no enhancement in our calculation of next-to-leading
power contributions, but instead a systematic suppres-
sion by C1/a1 ∼ −1/3, which renders our result par-
ticularly small. Therefore even the generic expectation of
%QCD/mb ∼ 10% seems already on the high side. We
pursue this scenario nevertheless, which still allows us to
extract fs/ fd , albeit with increased uncertainties.

2. We entertain also the possibility that this is an experi-
mental issue. For that it is interesting to note that the
fit to the QCDF predictions becomes excellent as soon
as the measurements of the absolute branching fractions
B̄0 → D(∗)+π− are excluded from the fit. Both val-
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 Non-fact. corr.
 Form factors
 For Dπ decay
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Non-Cabibbo-Suppressed Channel
✦ In CMS, due to the lack of particle ID, using the 

Cabibbo-suppressed channel is difficult

๏ Use non-Cabibbo-suppressed B0 → D-π+ instead and 

normalize to the theoretically clean channel via the ratio 
of the branching fractions: B(B0 → D-K+)/B(B0 → D-π+)


๏ This ratio is known to a rather fine 3.3% precision 
[PDG]: (8.22 ± 0.11 ± 0.25)%


๏ This is twice better than the precision on the non-
factorizable diagram contribution NE = 0.966 ± 0.062


✦ Using parked data we can also measure  
B(Bs → J/ψφ)/B(Bs→ Dsπ) (benefiting from the same 
trigger!) and normalize the charmonium channel to 
the same (clean!) theoretical hadronic charm value!
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"Two B or not Two B - that's the ?"
✦ In all of the FFR measurements it is assumed that there 

is an isospin symmetry: fu = fd

✦ In fact, this assumption is implicitly or explicitly used in 

most of the B+ and B0 branching fraction 
measurements at the B factories!

๏ The isospin symmetry enters the branching fractions 

through the assumption: 


✦ Is this really a good assumption?

๏ Actually, not quite, as the isospin violation at Y(4S) from the 

final-state Coulomb interactions near threshold could be as 
large as ~20%, which would imply significant corrections 
to the measured B+/B0 branching fractions

R±0 ≡
ℬ(Υ(4S) → B+B−)
ℬ(Υ(4S) → B0B0)

= 1
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The R±0 Review
✦ Atwood, Marciano: PRD 41 (1990) 1736: R±0 ≈ 1.18

✦ Lepage: PRD 42 (1990) 3251: R±0 ≈ 1.14

✦ Byers, Eichten: PRD 42 (1990) 3885: R±0 ≈ 1.18

✦ Kaiser, Manohar, Mehen: PRL 90 (2003) 142001: R±0 ≈ 1.09-1.25

✦ Voloshin: Phys. Atom. Nucl. 68 (2005) 771: connection to the ψ(3770) → DD 

and φ → KK decays; large variation of R±0 across the resonance

✦ Experimentally, however, the ratio appears to be significantly smaller:


๏ HFLAV arXiv:2206.07501 (CLEO, Belle, BaBar): R±0 = 1.059 ± 0.027 (2.2σ from 
unity)


✦ BaBar [PRL 95 (2005) 042001] used a clever technique of a double-tag vs. 
single tag to measure inclusive B+ and B0 semileptonic branching fractions 
without any isospin assumptions, resulting in R±0 = 1.048 ± 0.042 ± 0.044


✦ Work in progress: Bernlocher, Jung, GL, Ligeti:

๏ Difficult problem, as one has to disentangle isospin violation in production and 

decay

๏ Pursuing a novel idea on how to do it properly with the existing and future data

๏ Proposal for an experimental program for Belle II and the LHC experiments to 

resolve the R±0 puzzle to ~1% precision [paper in preparation]
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Thank You!



High-pT Run 2  
Excesses
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ATLAS LLP dE/dx Excess
๏ Search based on high-pT and high-dE/dx tracks in the ATLAS pixel detector 

★ Dedicated time-dependent calibration accounting for the pixel detector aging 
★ dE/dx to βγ calibration based on dedicated low-pileup run 

๏ Several signal regions, as well as a number of control and validation regions for 
background estimation 

๏ An excess of high-dE/dx events in the 1.1-2.8 TeV mass window is seen, with the local 
(global) significance of 3.6 (3.3)σ 

๏ Excess events very scanned for pixel detector pathologies, and none were found 
๏ However, the time-of-flight information for these events is consistent with β = 1 (which 

is not inconsistent with the dE/dx results for |q| > e)
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Figure 15: The observed mass distribution in the Inclusive signal-region bins. The band on the expected background
indicates the total uncertainty of the estimation. Several representative signal models are overlaid. Events outside the
shown range are accumulated in the rightmost bin indicated as ‘Overflow’. Downward triangle markers at the bottom
of the panels indicate that no events are observed in the corresponding mass bin, while the upward triangle markers
at the top of the lower panel in (b) indicate that the observed data is beyond the range.
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Figure 16: The observed ?T, |[ | and d⇢/dG distributions in the Inclusive signal-region bins. The band on the
expected background indicates the total uncertainty of the estimation. Several representative signal models are
overlaid. Events outside the shown range are accumulated in the rightmost bin indicated as ‘Overflow’. Downward
triangle markers at the bottom of the panels indicate that no events are observed in the corresponding bin, while the
upward triangle marker at the top of the lower panel in (b) indicates that the observed data is beyond the range.
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ATLAS, arXiv:2205.06013

No competitive CMS results yet

https://arxiv.org/pdf/2205.06013.pdf
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CMS ~0.1 and ~1.2 TeV ττ Excesses
๏ Search for MSSM Higgs bosons decaying into the ττ 

final state also reinterpreted as a search for VLQs  
★ Sophisticated background prediction using the "τ-

embedding" method 
๏ Two ~3σ excesses are seen in the ditau mass 

distributions (or its proxy) around 0.1 and 1.2 TeV 
★ Excesses are reasonably distributed between various 

ττ decay channels 
★ The ~100 GeV excess appears to be well aligned with 

the low-mass diphoton excess seen in an earlier 
analysis of Run 1 + 2016 data
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Figure 8: Distributions of m
tot
T in the global (left) “no b tag” and (right) “b tag” categories in

the (upper) eµ, (middle) eth and µth, and (lower) thth final states. For the eµ final state,
the medium-Dz category is displayed; for the eth and µth final states the tight-mT categories
are shown. The solid histograms show the stacked background predictions after a signal-plus-
background fit to the data for mf = 1.2 TeV. The best fit ggf signal is shown by the red line.
The bbf and U1 signals are also shown for illustrative purposes. For all histograms, the bin
contents show the event yields divided by the bin widths. The lower panel shows the ratio of
the data to the background expectation after the signal-plus-background fit to the data.
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Figure 9: Distributions of mtt in the (left) 100 < p
tt
T < 200 GeV and (right) p

tt
T > 200 GeV

“no b tag” categories for the (upper) eµ, (middle) eth and µth, and (lower) thth final states.
The solid histograms show the stacked background predictions after a signal-plus-background
fit to the data for mf = 100 GeV. The best fit ggf signal is shown by the red line. The total
background prediction as estimated from a background-only fit to the data is shown by the
dashed blue line for comparison. For all histograms, the bin contents show the event yields
divided by the bin widths. The lower panel shows the ratio of the data to the background
expectation after the signal-plus-background fit to the data. The signal-plus-background and
background-only fit predictions are shown by the solid red and dashed blue lines, respectively,
which are also shown relative to the background expectation obtained from the signal-plus-
background fit to the data.
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in the diphoton final state in this mass range based on LHC data at a center-of-mass energy of
13 TeV.
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What Does ATLAS See?
๏ No full Run 2 result in low-mass 

diphoton channel yet 
★ The 2016 ATLAS result is not 

inconsistent with the CMS one 
๏ The full Run 2 MSSM H(ττ) result 

contradicts the 1.2 TeV excess  
seen in CMS  

๏ The 95-96 GeV light Higgs boson 
has long been a subject of 
theoretical interest since an old 
LEP hint in the H(bb) channel
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Figure 4: The (a) compatibility, in terms of local p-value (solid line), with the background-only hypothesis as a
function of the assumed signal mass mX , the dotted-dashed lines correspond to the standard deviation quantification
�; and the (b) upper limit on the fiducial cross-section times branching ratio B(X ! ��) as a function of mX ,
where the solid (dashed) line corresponds to the observed (expected) limit and the green (yellow) band corresponds
to one (two) standard deviation from the expectation.
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A Higgs Boson at 96 GeV?! S. Heinemeyer
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Figure 1: Limits on the cross section gg ! f ! gg normalized to the SM value as a function of mf (⌘ Mh).
Compared are the expected (dashed) and observed (solid) limits from CMS (red) and ATLAS (blue). Shown
in magenta is µCMS = 0.6±0.2.

3.1 The NMSSM solution

The results in this section are based on Ref. [35]. Within the NMSSM a natural candidate
to explain the LEP “excess” consists in a mostly singlet-like Higgs with a doublet component of
about 10% (mixing squared). Relatively large Higgs branching fractions into gg are possible due
to the three-state mixing, in particular when the effective Higgs coupling to bb̄ becomes small, see
e.g. Refs. [37,38]. In our numerical analysis we display the quantities xb and xg , defined as follows:

xb ⌘
G(h1 ! ZZ) ·BR(h1 ! bb̄)

G(HSM(Mh1) ! ZZ) ·BR(HSM(Mh1) ! bb̄)
⇠ s(e+

e
� ! Z(h1 ! bb̄))

s(e+e� ! Z(HSM(Mh1) ! bb̄))

xg ⌘
G(h1 ! gg) ·BR(h1 ! gg)

G(HSM(Mh1) ! gg) ·BR(HSM(Mh1) ! gg)
⇠ s(gg ! h1 ! gg)

s(gg ! HSM(Mh1) ! gg)
. (3.1)

These definitions of xb,g give estimates of the signals that h1 would generate in the LEP searches
for e

+
e
� ! Z(H ! bb̄) and the LHC searches for pp ! H ! gg , normalized to the SM cross-

sections. In the analysis in Ref. [35] constraints from “other sectors” (such as Dark Matter or
(g�2)µ ) are not taken into account, as they are not closely related to Higgs sector physics.

The NMSSM parameters are chosen as (see Ref. [35] for definitions and details),

l = 0.6, k = 0.035, tanb = 2, MH± = 1000 GeV, Ak = �325 GeV,

µeff = (397+15 · x) GeV (x is varied in the interval [0,1]),

the third generation squark mass scale m
Q̃

= 1000 GeV,At = Ab = 0.

In our analysis we vary µeff in a narrow interval as indicated above. It was tested with HiggsBounds
-4.3.1 (and 5.1.1beta) [39–43] and HiggsSignals-1.3.1 (and 2.1.0beta) [43–46]
that our parameter points are in agreement with the Higgs rate measurements at the LHC as well
as with the Higgs boson searches at LEP, the Tevatron and the LHC.
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Figure 10: Expected and observed 95% CL upper limits on the product of the cross sections
and branching fraction for the decay into t leptons for (left) ggf and (right) bbf production
in a mass range of 60  mf  3500 GeV, in addition to H(125). The expected median of the
exclusion limit in the absence of signal is shown by the dashed line. The dark green and bright
yellow bands indicate the central 68% and 95% intervals for the expected exclusion limit. The
black dots correspond to the observed limits. The peak in the expected ggf limit emerges from
the loss of sensitivity around 90 GeV due to the background from Z/g⇤ ! tt events.

bins for which event deficits with respect to the SM background are expected contribute to the
sensitivity of the analysis, as well as the bins for which excesses are expected. However, the bins
with expected deficits occur at smaller values of m

tot
T where the background is much larger and

thus they do not contribute significantly to the overall sensitivity. Most of the sensitivity to the
U1 signal instead comes from the high m

tot
T bins due to the smaller background yields. While

reduced by the destructive interference, the signal yields tend to remain positive in these bins.
The overall effect of the interference term is thus to reduce the analysis sensitivity compared to
the expectation without interference effects included.

No statistically significant signal is observed and 95% CL upper limits on gU are derived for
the VLQ BM 1 and 2 scenarios, as shown in Fig. 12, again following the modified frequentist
approach as for the previously discussed search. The expected sensitivity of the analysis drops
for increasing values of mU following a linear progression with values from gU = 1.3 (0.8) to
5.6 (3.2) for the VLQ BM 1 (2) scenario. The observed limits fall within the central 95% intervals
for the expected limits in the absence of signal. The expected limits are also within the 95%
confidence interval of the best fit results reported by Ref. [72], indicating that the search is
sensitive to a portion of the parameter space that can explain the b physics anomalies.

8.3 MSSM interpretation of the data

For the interpretation of the data in MSSM benchmark scenarios, the signal is based on the
binned distributions of m

tot
T in the categories shown in Fig. 5, complemented by distributions of

the NN output function used for the stage-0 simplified template cross section measurement of
Ref. [109], as discussed in Section 5.2, resulting in 129 input distributions for signal extraction.

In the MSSM, the signal constitutes a multiresonance structure with contributions from h, H,
and A bosons. For the scenarios chosen for this paper h is associated with H(125). Any MSSM
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LEP

Observed
Expected for signal plus background
Expected for background

Figure 7: The background confidence 1 − CLb as a function of the test mass mH. Full curve:
observation; dashed curve: expected background confidence; dash-dotted line: the position of the
minimum of the median expectation of 1− CLb for the signal plus background hypothesis, when the
signal mass indicated on the abscissa is tested. The horizontal solid lines indicate the levels for 2σ
and 3σ deviations from the background hypothesis (see the Appendix for the conversion).
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Looking forward to ATLAS  
139 fb-1 updates in the ɣɣ  
channel!
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CMS Y(bb)H(ɣɣ) Excess
๏ Recent preliminary result from CMS on resonant search in the 

X → Y(bb)H(ɣɣ) channel 
★ See ~3.5σ (2.8σ globally) excess at M(bb) ~100 GeV, M(X) = 650 GeV
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Figure 5: The upper plot shows the expected and observed 95% CL exclusion limit on produc-
tion cross section for pp ! X ! HY ! ggbb signal hypothesis. The dashed and solid black
lines represent expected and observed limits, respectively. The green and yellow bands repre-
sent the 1 and 2 standard deviations for the expected limit. Limits are scaled with the order of
10 depending upon mX.

The largest excess, for mY within its resolution, is consistent with the previous searches made
by the CMS collaboration where excess is reported for resonances decaying into the tt final
state and for the high-mass resonances decaying into the WW using 13 TeV LHC data collected
during 2016, 2017 and 2018 data-taking periods, corresponding to an integrated luminosity of
138 fb�1 [83, 84]. It also coincides with a similar excess observed in previous search for low-
mass resonances in the gg final state by the CMS collaboration using data collected during
2016 (2012) data-taking year with an integrated luminosity of 35.9 (19.7) fb�1 [85]. An updated
search including 2017–2018 LHC data is in progress for this analysis.

Figure 6 shows the expected and observed upper limits at 95% CL on the product of the signal
production cross section and the branching fraction pp ! X ! HY ! ggbb, and compares
them with the maximally allowed cross sections from the NMSSM and TRSM models. For
NMSSM, the expected and observed limits exclude masses between 400–650 GeV in mX and
90–300 GeV in mY. In the TRSM interpretation, the excluded mass region covers an area with
300-500 GeV in mX for the expected limits and with 300-550 GeV for the observed limits while
the mass exclusion in mY remains 90–150 GeV for both the limits. The mX beyond 1 TeV is not
studied because of the significantly better sensitivity of the bbbb channel for HH searches in
this mass region [86].

7 Summary

A search for new resonances X decaying either to a pair of Higgs bosons HH, or to a Higgs
boson and a new scalar Y, is presented. The search uses data from proton-proton collisions
collected by the CMS experiment at LHC in 2016–2018 at a center-of-mass energy of 13 TeV,
and corresponding to 138 fb�1 of integrated luminosity. The study is motivated from theories
related to the warped extra dimension model, the next-to-minimal supersymmetric standard

No competitive ATLAS results yet
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass H(WW) 

search in dilepton channel (low resolution), but only in the VBF category with a 
3.8σ (2.8σ global) significance 
★ ATLAS 2016 leptonic H(WW) doesn't have an excess, but the sensitivity is not sufficient 

to rule out the CMS excess; neither does the full Run 2 Z'(WW) semileptonic analysis 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ global) in 

the ATLAS data
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Figure 1: DNN mT distributions for the 2018 data set along with the background estimation
and the prediction of a 1000 GeV signal, for events passing the eµ (top), µµ (middle) and ee
(bottom) signal region selections and entering the ggF (left), VBF (middle) and background
(right) categories.
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Table 3: Summary of the signal hypotheses with highest local significance for each fVBF sce-
nario. For each signal hypothesis the resonance mass, production cross sections, and the local
and global significances are given.

Scenario Mass [GeV ] ggF cross sec. [pb] VBF cross sec. [pb] Local signi. [s] Global signi. [s]
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650 2.9 ⇥ 10�6 0.16 3.8 2.4 ± 0.2
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Excess in H(WW) Search?
๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass H(WW) 

search in dilepton channel (low resolution), but only in the VBF category with a 
3.8σ (2.8σ global) significance 
★ ATLAS 2016 leptonic H(WW) doesn't have an excess, but the sensitivity is not sufficient 

to rule out the CMS excess; neither does the full Run 2 Z'(WW) semileptonic analysis 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ global) in 

the ATLAS data
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Table 3: Summary of the signal hypotheses with highest local significance for each fVBF sce-
nario. For each signal hypothesis the resonance mass, production cross sections, and the local
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass H(WW) 

search in dilepton channel (low resolution), but only in the VBF category with a 
3.8σ (2.8σ global) significance 
★ ATLAS 2016 leptonic H(WW) doesn't have an excess, but the sensitivity is not sufficient 

to rule out the CMS excess; neither does the full Run 2 Z'(WW) semileptonic analysis 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ global) in 

the ATLAS data
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Figure 13: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT ,

0 boson at
p
B = 13 TeV in the ,/ decay mode as functions of its

mass, combining searches in the three leptonic channels. The green (inner) and yellow (outer) bands represent ±1f
and ±2f uncertainty in the expected limits. Limits expected from individual leptonic channels (dot-dashed curves in
blue, magenta, and brown) are also shown for comparison. Limits are calculated in the asymptotic approximation
below 3 (1) TeV and are obtained from pseudo-experiments above that for DY (VBF) production. Theoretical
predictions as functions of the , 0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red
dotted curve) and in (b) for Model C (red solid curve).
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Figure 14: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT /

0 boson at
p
B = 13 TeV in the ,, decay mode as functions of its

mass from the search in the 1-lepton channel. The green (inner) and yellow (outer) bands represent ±1f and ±2f
uncertainty in the expected limits. Limits are calculated in the asymptotic approximation below 3 (1) TeV and are
obtained from pseudo-experiments above that for DY (VBF) production. Theoretical predictions as functions of the
/
0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red dotted curve) and in (b) for Model
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upper limits at 95% CL exclude the production of an RS graviton lighter than 2.0 (2.2) TeV in the ggF
process and lighter than 0.76 (0.77) TeV in the VBF process.
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๏ Curiously, a 650 GeV bump is also observed in the recent CMS high-mass H(WW) 

search in dilepton channel (low resolution), but only in the VBF category with a 
3.8σ (2.8σ global) significance 
★ ATLAS 2016 leptonic H(WW) doesn't have an excess, but the sensitivity is not sufficient 

to rule out the CMS excess; neither does the full Run 2 Z'(WW) semileptonic analysis 
★ However, there is a small VBF H(ZZ → 4l + 2l2ν) excess at 620 GeV (2.4σ; 0.9σ global) in 

the ATLAS data
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Table 3: Summary of the signal hypotheses with highest local significance for each fVBF sce-
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and global significances are given.
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Figure 4: Limits using the combined Run 2 data set for the fVBF = 0 (top left), fVBF = 1 (top
right), floating fVBF (bottom left) and the SM fVBF scenarios (bottom right).
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Figure 13: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT ,

0 boson at
p
B = 13 TeV in the ,/ decay mode as functions of its

mass, combining searches in the three leptonic channels. The green (inner) and yellow (outer) bands represent ±1f
and ±2f uncertainty in the expected limits. Limits expected from individual leptonic channels (dot-dashed curves in
blue, magenta, and brown) are also shown for comparison. Limits are calculated in the asymptotic approximation
below 3 (1) TeV and are obtained from pseudo-experiments above that for DY (VBF) production. Theoretical
predictions as functions of the , 0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red
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Figure 14: Observed (black solid curve) and expected (black dashed curve) 95% CL upper limits on the (a) DY and
(b) VBF production cross-section of an HVT /

0 boson at
p
B = 13 TeV in the ,, decay mode as functions of its

mass from the search in the 1-lepton channel. The green (inner) and yellow (outer) bands represent ±1f and ±2f
uncertainty in the expected limits. Limits are calculated in the asymptotic approximation below 3 (1) TeV and are
obtained from pseudo-experiments above that for DY (VBF) production. Theoretical predictions as functions of the
/
0 boson mass are overlaid in (a) for Model A (red solid curve) and Model B (red dotted curve) and in (b) for Model

C (red solid curve).

upper limits at 95% CL exclude the production of an RS graviton lighter than 2.0 (2.2) TeV in the ggF
process and lighter than 0.76 (0.77) TeV in the VBF process.
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Figure 4: The upper limits at 95% CL on the cross section times branching ratio as a function of the heavy
resonance mass <� for (a) the ggF production mode (fggF ⇥ ⌫(� ! //)) and (b) for the VBF production mode
(fVBF ⇥ ⌫(� ! //)) in the case of the NWA. The black line indicates the observed limit. The green and yellow
bands represent the ±1f and ±2f uncertainties in the expected limits. The dashed coloured lines indicate the
expected limits obtained from the individual searches.

to leptons and up- and down-type quarks in several ways. In the Type-I model, �2 couples to all quarks
and leptons, whereas for Type-II, �1 couples to down-type quarks and leptons and �2 couples to up-type
quarks. The ‘lepton-specific’ model is similar to Type-I except for the fact that the leptons couple to �1,
instead of �2; the ‘flipped’ model is similar to Type-II except that the leptons couple to �2, instead of
�1. In all these models, the coupling of the heavier CP-even Higgs boson to vector bosons is proportional
to cos(V � U). In the limit cos(V � U) ! 0, the light CP-even Higgs boson is indistinguishable from
a SM Higgs boson with the same mass. In the context of � ! // decays there is no direct coupling
of the Higgs boson to leptons, so only the Type-I and II interpretations are presented. In addition, our
interpretations assume other Higgs bosons are heavy enough so that the heavy CP-even Higgs boson will
not decay to them.

Figure 6 shows exclusion limits in the tan V versus cos(V � U) plane for Type-I and Type-II 2HDMs,
for a heavy Higgs boson with mass <� = 220 GeV. This <� value is chosen so that the assumption
of a narrow Higgs boson is valid over most of the parameter space, and the experimental sensitivity is
maximal. At this low mass, only the ✓+✓�✓0+✓0� final state contributes to this result. The range of cos(V�U)

and tan V explored is limited to the region where the assumption of a heavy narrow Higgs boson with
negligible interference is valid. When calculating the limits at a given choice of cos(V � U) and tan V,
the relative rates of ggF and VBF production in the fit are set to the prediction of the 2HDM for that
parameter choice. Figure 7 shows exclusion limits as a function of the heavy Higgs boson mass <� and
the parameter tan V for cos(V � U) = �0.1, which is chosen so that the light Higgs boson properties are
still compatible with the recent measurements of the SM Higgs boson properties [99]. The white regions
in the exclusion plots indicate regions of parameter space which are not excluded by the present analysis.
In these regions the cross section predicted by the 2HDM is below the observed cross-section limit. In
comparison with the previous publication, the excluded regions are significantly expanded. For example,
in the tan V versus <� plane for the Type-II 2HDM the excluded region in tan V is more than 60% larger
for 200 < <� < 400 GeV.
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ATLAS H → a(bb)a(µµ) Excess
๏ An excess observed in a  

Run 2 search looking for  
H → a(bb)a(μμ) in high-
resolution dimuon mass 
distribution 
★ Local (global) significance of 

3.3 (1.7)σ at M(a) = 52 GeV
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Figure 8: The local ?0-values are quantified in standard deviations f and plotted as a function of the signal mass
hypothesis. Between the points, the ?0-values are interpolated and may not be fully representative of the actual
sensitivity.
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the limits are interpolated and may not be fully representative of the actual sensitivity.
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36 GeV and 50.5–53.5 GeV, respectively. The signal is scaled to the best-fit value, B(� ! 00 ! 11``) = 6.4⇥10�5
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VBF, and VH production). The hatched bands show the total post-fit statistical and systematic uncertainties of the
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No competitive CMS results yet

https://journals.aps.org/prd/pdf/10.1103/PhysRevD.105.012006
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CMS Excess in LQ3 Search
๏ Another preliminary result from CMS, inspired by the flavor anomalies 
๏ Looks for single, pair, and  

t-channel production of LQ3  
in the ττ+X final states 
★ Uses ST = ΣpT(τ) + pT(j1) + MET as a discriminating variable for resonant and 𝛘 = 

e-2y*, where y* = |y1 - y2|/2 the rapidity separation between two leading (tau) jets 
๏ Global fit to multiple search regions for different LQ3 mass and couplings 

★ See ~3.5σ excess peaking in non-resonant production at large VLQ masses and 
couplings; no excess is seen for resonant production; global σ is hard to 
quantify
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Figure 1: Dominant Feynman diagrams of the signal at LO: single (left) and pair LQ production
(center), as well as nonresonant production of two t leptons via t-channel LQ exchange (right).

2 The CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diam-
eter, providing a magnetic field of 3.8 T. Within the solenoid volume, there are a silicon pixel
and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and
scintillator hadron calorimeter, each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors
from |h| < 3.0 to |h| < 5.2. Muons are measured in gas-ionization detectors embedded in the
steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-tiered trigger system [72]. The first level, composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a time interval of less than 4 µs. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
about 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [73].

3 Simulated samples
3.1 Background samples

Samples of simulated events are used to devise selection criteria, and estimate and validate
background predictions. The main sources of background are the pair production of top quarks
(tt), single top quark production, W and Z boson production in association with jets, denoted
as “W + jets” and “Z + jets”, diboson (WW, WZ, ZZ) production, and quantum chromody-
namics (QCD) production of multijet events. The W + jets and Z + jets processes are simulated
using the MADGRAPH5 aMC@NLO [74] generator (2.2.2 and 2.3.3) at LO precision with the
MLM jet matching and merging scheme [75]. The same generator is also used for diboson
production simulated at next-to-leading order (NLO) precision with the FxFx jet matching and
merging scheme [76], whereas POWHEG [77–79] 2.0 and 1.0 are used for tt and single top quark
production, respectively, at NLO precision [80–83]. The Z + jets, tt , and single top processes
are normalized using cross sections computed at next-to-next-to-leading order (NNLO) in per-
turbative QCD [84–86].

The event generators are interfaced with PYTHIA to model the parton showering and fragmen-
tation, as well as the decay of the t leptons. The PYTHIA parameters affecting the description
of the underlying event are set to the CUETP8M1 (CP5) tune for all 2016 (2017 and 2018) sam-
ples [87, 88], except for the 2016 tt sample, for which CUETP8M2T4 [89] is used. The NNPDF3.0
parton distribution functions [90] (PDF) with the order matching that of the matrix element cal-
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fit. The expected background is grouped by jet categories in stacked histograms.

Leptoquark mass [GeV]
600 800 1000 1200 1400 1600 1800 2000

 [p
b]

to
t

sc
al

ar
σ

95
%

 C
L 

up
pe

r l
im

it 
on

 

4−10

3−10

2−10

1−10

1

10

210

 (13 TeV)1−137 fb

CMS Preliminary Observed
Median expected
68% expected
95% expected

theory
tot,scalarσ

=1β=1, λ

Leptoquark mass [GeV]
600 800 1000 1200 1400 1600 1800 2000

 [p
b]

to
t

sc
al

ar
σ

95
%

 C
L 

up
pe

r l
im

it 
on

 

4−10

3−10

2−10

1−10

1

10

210

 (13 TeV)1−137 fb

CMS Preliminary Observed
Median expected
68% expected
95% expected

theory
tot,scalarσ

=1β = 2.5, λ

Figure 6: The observed and expected upper limit on the total cross section of a scalar LQ signal
with l = 1 (left) and 2.5 (right) at 95% CL. The inner (green) band and the outer (yellow) band
indicate the regions containing 68 and 95%, respectively, of the distribution of limits expected
under the background-only hypothesis.

C
M

S-
PA

S-
EX

O
-1

9-
01

6

https://cds.cern.ch/record/2815309/files/EXO-19-016-pas.pdf


G
re

g 
La

nd
sb

er
g 

- L
H

C
 R

un
 2

 E
xc

es
se

s

ATLAS H(ττ)H(bb) Search
๏ ATLAS reported a 3.1 (2.0)σ excess at about 1 TeV in an X → H(ττ)H(bb) resonant 

search 
★ An excess can be clearly seen only in the NN discriminant distribution; the mass 

spectrum before the NN application doesn't show a sizable excess 
★ Consistent excess in semileptonic and hadronic final states 

๏ Not directly comparable with the CMS LQ3 excess but could be related
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Figure 10: Observed and expected limits at 95% CL on the cross-section for resonant �� production as a function
of the scalar resonance mass <- . The dashed lines show the expected limits while the solid lines show the observed
limits. The blue and red lines are the limits for the ghadghad channel and glepghad channel, respectively. The black
lines are the combined limits of the two channels. The ±1f and ±2f variations around the expected combined limit
are indicated by the turquoise and yellow bands, respectively. The limits are obtained using the profile-likelihood test
statistic and the modified frequentist CLs technique.

stringent than, or competitive with, the most recently published ATLAS and CMS �� resonant search
combinations over much of the <- range explored.
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Figure 8: The MVA output distributions in the search for non-resonant �� signal (top) and in the search for resonant
�� signal with <- = 500 GeV (middle row) and <- = 1000 GeV (bottom), in the ghadghad (left), glepghad SLT
(middle column) and glepghad LTT (right) categories. The distributions are shown after performing the fits to data and
assuming the background-only hypothesis. The signal is overlaid and scaled to the combined expected limit. The
dashed histogram shows the total pre-fit background. The lower panels show the ratio of data to the total post-fit
background, where the hatched band shows the statistical and systematic uncertainties of that background. For
visualisation purposes, these histograms are displayed using uniform bin widths instead of the bin edges used in the
fit, although the bin contents correspond to those used in the fit. Indices are used to label the bins.
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Figure 3: Signal (solid lines), background (filled histograms) and data (dots with error bars) distributions of <��

(top), <MMC
gg

(middle row) and <11 (bottom) for events in the ghadghad (left), glepghad SLT (middle column) and glepghad

LTT (right) categories. The normalisation and shape of the backgrounds and the uncertainty in the total background
shown are determined from the likelihood fit (described in Section 8) to data in the non-resonant �� search. The
expected non-resonant signal is overlaid with its normalisation scaled by a factor of 100, and the <- = 500 GeV and
<- = 1000 GeV resonant signals are overlaid in the <�� distributions with their cross-section set to 1 pb. The
dashed histogram shows the total pre-fit background. The size of the combined statistical and systematic uncertainty
of the background is indicated by the hatched band. The ratio of the data to the sum of the backgrounds is shown in
the lower panels.
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Figure 5: Expected and observed 95% CL upper limits on s B(H ! h(tt)hS(bb)) for all tested
values of mH and mhS

. The limits for each corresponding mass value have been scaled by
orders of ten as indicated in the annotations. Groups of hypothesis tests based on the same
NN trainings for classification are indicated by discontinuities in the limits, which are linearly
connected otherwise to improve the visibility of common trends.
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Figure 6: Summary of the observed limits on s B(H ! h(tt)hS(bb)) for all tested pairs of mH
and mhS

, as shown in Fig. 5. The limits are given by the color code of the figure. The region in
the plane spanned by mH and mhS

where the observed limits fall below the maximally allowed
values on s B(H ! h(tt)hS(bb)) in the context of the NMSSM, as provided by the LHC Higgs
Working Group, are indicated by a red hatched area.
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๏ No resonant X → H(ττ)H(bb) results with full Run 2 data yet 
๏ However, a search was done for H → H125(ττ)hs(bb), with hs being a scalar in a 

broad mass range for H and hs 
★ No excesses seen for m(hs) = 125 GeV, with the cross section times branching 

fraction (7.3%) limit set ~2 fb, which is very similar to the ATLAS observed limit

https://link.springer.com/content/pdf/10.1007/JHEP11(2021)057.pdf
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Other X → HH Searches
๏ Assuming that the H(bb)H(ττ) channel corresponds to the SM Higgs boson 

decays, the 1 TeV excess in ATLAS is still present at 3.2σ (2.1σ global) level 
๏ However, CMS rules it out by X→HH searches in more sensitive channels 
๏ This technically doesn't hold in the case when there is another boson with the 

mass ~125 GeV decaying into either bb or ττ with branching fraction different 
from the SM ones

40
ATLAS-CONF-2021-052

6.3 Limits on resonant NN production

The resonant �� searches target a heavy, spin-0 scalar - , which has a narrow-width compared to the
experimental mass resolution. Limits are set at 95% confidence level on the resonant �� production
cross-section, f(- ! ��), and presented for the bbWW, bbg+g�, and bbbb3 searches, and their statistical
combination. Figure 8 shows the combined limits on f(- ! ��), ranging between 1.1 and 595 fb (1.2
and 392 fb) in observation (expectation), depending on the resonance mass. The bbWW search is the most
sensitive at low <- , the bbg+g� search is the most sensitive in the 400–800 GeV range, and the bbbb
search dominates for high <- , demonstrating the complementary of these three searches. The largest
deviation from the Standard Model expectation is observed at 1.1 TeV. This feature has been investigated,
and the local (global) significance for <- = 1.1 TeV using the asymptotic formula [59] is found to be 3.2f
(2.1f), where the trial factor is evaluated based on the number of up-crossings in data.

Figure 8: Expected and observed 95% confidence level upper limits on f(- ! ��) for a spin-0 resonance as a
function of its mass <- in the bbWW, bbg+g� and bbbb searches, and their statistical combination. The discontinuities
in the limit visible in the range <- < 400 GeV are caused by the partial availability of the di�erent analysis limits on
a point-by-point basis, which are provided only for the bbWW search at the weakest limit points. Further details can be
found in Tables 4–7 in the appendix.

3 The boosted bbbb search results were updated with respect to Ref. [53] by the recovery of some events in data and by imposing
additional requirements, following orthogonality checks between resolved and boosted topologies.

13

CMS, Summary HH Plot

310
 (GeV)HM

1

10

210

310

410) (
fb

)
12

5
 h

12
5

 h
→

  H
 

→
(p

p 
σ

95
%

 C
L 

lim
it 

on
 

Multilepton             - Sub. to JHEP (2206.10268)

                      - CMS-PAS-HIG-21-011      γγbb 

bb WW merged-jet - JHEP 05 (2022) 005         

bb bb merged-jet    - Sub. to PLB (2204.12413) 

Expected

Observed

CMS Preliminary

Spin 0

Narrow Width appr.
Assumes SM H BR

 (13 TeV)-1138 fb

https://cds.cern.ch/record/2786865/files/ATLAS-CONF-2021-052.pdf
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Figure 12: Upper limits on the fiducial cross section at
p

s = 13 TeV of a spin-0 particle as a function of the
assumed mass mX , for di↵erent values of the decay width divided by the mass. In (a) a narrow-width signal, with �
= 4 MeV, is assumed.

26

8

Trial factors associated with the test of several mass hypotheses are estimated for fixed width
and spin assumptions by counting the number of times the value of p0 observed in data crosses
the level corresponding to 0.5 standard deviations and applying the asymptotic formulas of
Ref. [42], where a trial factor refers to the ratio of the probability to observe an excess at a
given mX value to the probability to observe it anywhere in the examined mX range. To account
for the different width and spin hypotheses tested, a correction factor is estimated using the
13 TeV event categories, as follows. A sampling distribution of the minimum value of p0 is
generated from an ensemble of background-only pseudo-experiments, testing for all examined
spin, width, and mass hypotheses. The correction factor is given by the ratio of the trial factors
obtained varying only the signal mass to those obtained also varying the width and spin. A
global significance for the 750 GeV excess, taking into account the effect of testing all the signal
hypotheses considered, is thereby estimated to be approximately 1.6 standard deviations. The
estimated global significance increases by about 5% if the spin hypothesis is not varied and by
an additional 5% if only narrow-width signal hypotheses are considered. A statistical uncer-
tainty of roughly 10% in the estimated global significance is associated with the counting of p0
crossings in data.
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Figure 4: Observed background-only p-values for narrow-width scalar resonances as a function
of the resonance mass mX, from the combined analysis of the 8 and 13 TeV data. The results for
the separate 8 and 13 TeV data sets are also shown. The inset shows an expanded region around
mX = 750 GeV.

The excess is primarily due to events in which both photons are in the ECAL barrel. The shape
of the associated ECAL clusters is in agreement with the expectation for high-pT prompt pho-
tons. In particular, the R9 value exceeds 0.94 for more than 80% of the photon pair candidates
in the 13 TeV data in the region corresponding to the excess, i.e., the showers are compact, with
lateral shapes like those of unconverted photons at lower energy, in agreement with the expec-
tation for a sample of prompt high energy photon pairs. Within the limited statistical precision
currently available, the kinematic distributions of the diphoton candidates in the mgg region
corresponding to the largest excess, as well as the multiplicity and kinematic distributions of
the hadronic jets reconstructed in the same events, do not exhibit significant deviations from
the distributions expected for SM processes.

In summary, a search for the resonant production of high-mass photon pairs is presented. The

ATLAS, JHEP 09 (2016) 001

CMS, PRL 117 (2016) 051802

https://link.springer.com/content/pdf/10.1007/JHEP09(2016)001.pdf
https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.117.051802
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Figure 12: Upper limits on the fiducial cross section at
p

s = 13 TeV of a spin-0 particle as a function of the
assumed mass mX , for di↵erent values of the decay width divided by the mass. In (a) a narrow-width signal, with �
= 4 MeV, is assumed.
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Trial factors associated with the test of several mass hypotheses are estimated for fixed width
and spin assumptions by counting the number of times the value of p0 observed in data crosses
the level corresponding to 0.5 standard deviations and applying the asymptotic formulas of
Ref. [42], where a trial factor refers to the ratio of the probability to observe an excess at a
given mX value to the probability to observe it anywhere in the examined mX range. To account
for the different width and spin hypotheses tested, a correction factor is estimated using the
13 TeV event categories, as follows. A sampling distribution of the minimum value of p0 is
generated from an ensemble of background-only pseudo-experiments, testing for all examined
spin, width, and mass hypotheses. The correction factor is given by the ratio of the trial factors
obtained varying only the signal mass to those obtained also varying the width and spin. A
global significance for the 750 GeV excess, taking into account the effect of testing all the signal
hypotheses considered, is thereby estimated to be approximately 1.6 standard deviations. The
estimated global significance increases by about 5% if the spin hypothesis is not varied and by
an additional 5% if only narrow-width signal hypotheses are considered. A statistical uncer-
tainty of roughly 10% in the estimated global significance is associated with the counting of p0
crossings in data.
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Figure 4: Observed background-only p-values for narrow-width scalar resonances as a function
of the resonance mass mX, from the combined analysis of the 8 and 13 TeV data. The results for
the separate 8 and 13 TeV data sets are also shown. The inset shows an expanded region around
mX = 750 GeV.

The excess is primarily due to events in which both photons are in the ECAL barrel. The shape
of the associated ECAL clusters is in agreement with the expectation for high-pT prompt pho-
tons. In particular, the R9 value exceeds 0.94 for more than 80% of the photon pair candidates
in the 13 TeV data in the region corresponding to the excess, i.e., the showers are compact, with
lateral shapes like those of unconverted photons at lower energy, in agreement with the expec-
tation for a sample of prompt high energy photon pairs. Within the limited statistical precision
currently available, the kinematic distributions of the diphoton candidates in the mgg region
corresponding to the largest excess, as well as the multiplicity and kinematic distributions of
the hadronic jets reconstructed in the same events, do not exhibit significant deviations from
the distributions expected for SM processes.

In summary, a search for the resonant production of high-mass photon pairs is presented. The
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Interpreting the 750 GeV digamma excess: a review
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We summarise the main experimental, phenomenological and theoretical issues related to the

750GeV digamma excess.

The first LHC data about pp collisions at
p
s = 13TeV agree with the Standard Model (SM),

except for a hint of an excess in pp ! �� peaked at invariant mass around 750GeV [1]. We

denote the new resonance with the symbol, z, used in archaic greek as the digamma letter and

later as the number 6 ⇡ Mz/Mh, but disappeared twice. New data will tell if the z resonance

disappears or is confirmed. In the meantime, the z excess attracted significant theoretical

interest [2–370]. Indeed, unlike many other anomalies that disappeared, the �� excess cannot

be caused by a systematic issue, neither experimental nor theoretical. Theoretically, the SM

background is dominated by tree-level qq̄ ! �� scatterings, which cannot make a �� resonance.a

Experimentally, one just needs to identify two photons and measure their energy and direction.

The �� excess is either the biggest statistical fluctuation since decades, or the main discovery.

1 Data

During the Moriond 2016 conference CMS presented new data taken without the magnetic field;

ATLAS presented a new analysis with looser photon selection cuts (called ‘spin 2’ analysis to

distinguish it from the earlier ‘spin 0’ analysis); furthermore both collaborations recalibrated

photon energies in a way optimised around 750GeV rather than around Mh = 125GeV. As a

result, the statistical significance of the �� excess increased slightly, both in CMS and in ATLAS.

aSee [302,346,365] for attempts of finding a Standard Model interpretation.
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