
FROM MATTER TO MATERIALS AND LIFE

MATTER
Precision	cross	section	
measurements	-	requirements,	
procedures,	validation	
	
Daniel Bemmerer 

08.12.2020, Mainz, MITP workshop on “Uncertainties in 
Calculations of Nuclear Reactions of Astrophysical Interest”  

Photo:	HZDR/O.	Killig	



Daniel Bemmerer 
Institute of Radiation Physics   08.12.2020 Page 2 

IN-HOUSE RESEARCH 
Precision cross section measurements 

u  Astrophysical S-factor and thermonuclear reaction rate 

u  Precision cross section measurements, example 14N(p,γ)15O 

u  Interplay between experiment and theory, example 3He(α,γ)7Be 

u  Experimental facilities 

u  Other examples and outlook 

Precision cross section measurements for nuclear astrophysics	
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E 	 	=	center	of	mass	energy	
Z1,	Z2 	=	charge	numbers	of		

	 				projectile	and	target	
	 	=	reduced	mass	

Definition	of	the	astrophysical	S-factor	S(E):	

	

	

Astrophysical	S-factor,	thermonuclear	reaction	rate,	Gamow	peak	
u  Typical Coulomb barrier height : ~ MeV 
u  Typical temperature kB * T ~ keV 
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Thermonuclear reaction rate formed by 
u  Maxwell-Boltzmann velocity distribution 
u  Coulomb barrier suppression of cross section 
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Precision cross section measurements for nuclear astrophysics 
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Predicted	solar	
neutrino	
spectrum	
(Bahcall	2005)	

14N(p,γ)15O, bottleneck of the hydrogen burning CNO cycle 
u  Slowest reaction of the six-step CNO-1 cycle 

determines its solar rate  
u  Coulomb barrier leads to ultra-low cross 

section in the 10-17 barn range 
u  Potential to directly measure C+N content in 

the solar core 
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14N(p,γ)15O, bottleneck of the hydrogen burning CNO cycle 
u  Many excited 15O levels accessible for 14N+p 
u  Astrophysics is affected by the sum of capture 

to several excited levels in 15O. 
u  A special role is played by the 6791 keV level. 
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Fig. 1. The S-factor data of the 14N(p,γ )15O reaction for the capture process into the ground-state
of 15O from Ref. [6] is shown together with the R-matrix fits. The full curve represents the best fit
(see text). The dotted curve is the fit of Schröder et al. [6].

0.08+0.13
−0.06 keVb, where the error bar accounts for uncertainties on the subthreshold-state

and background parameters. This S(0) is about 20 times smaller than the value obtained
by Schröder et al. [6].
On the other hand, in an attempt to understand the results of Schröder et al., we have

used their resonance parameters to perform a R-matrix calculation. We have included a
background pole fixed at 5.0 MeV. The free parameters of the fit are the proton reduced
width of the subthreshold state γ 21 , not given in [6], and the proton, Γ

4
p , and γ , Γ 4γ , widths

of the background pole. Our best fit does not agree with the data at the energies where this
analysis is performed (E ! 2.5 MeV). We did not find any parameter set which reproduces
the fit of Schröder et al., shown as a dotted curve in Fig. 1.

3.2. Transitions to the 6.18 MeV state

For transitions to the 6.18MeV state (3/2−), we include E1 contributions from the 1/2+

resonances at Er = 0.259 and 1.446 MeV, E1 contributions from the 3/2+ resonances at
Er = 0.983 and 2.187 MeV, and from the 3/2+ subthreshold state at E = −0.504 MeV, as
well as background poles for each J π component.
Resonance energies are taken from the literature [13], and proton and γ -widths are left

as free parameters. The parameters of the best fit are given in Table 1; again the data are
not accurate enough to derive the ANC. The best fit is obtained for a zero contribution of

Angulo,	Descouvemont	2001	

u  New nuclear-structure data 
revised width of 6791 keV level 
downwards. 

u  R-matrix re-fit also suggested 
lower width… and lower S-factor 
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Experimental data on the 14N(p,γ)15O S-factor 

Ground state capture revised downwards 
u  Ion accelerators and detectors better in 

2004/2005 than in 1987 
u  Long experimental campaigns 
u  Careful correction of summing artefacts 
u  Underground experiment  

(LUNA 2004) 
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Astrophysically relevant 

energy range

Total S-factor 
u  γ-calorimeter sums over all 

transitions and emitted γ-rays 
u  Detection probability close to 1 
u  Low background underground 
u  Some dependence on theoretical 

input 
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The 14N(p,γ)15O S-factor, status, lessons, outlook 
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Status 
u  Reduction of S-factor, and of its 

uncertainty (now 7%), from 
1999 to 2013 

 
Lesson 
u  Experiment – theory – 

experiment – theory interplay is 
needed for complicated cases 
such as this one! 

 
Outlook 
u  Yet more work is needed,  

in experiment and theory, in 
order to reach 3-5% uncertainty. 
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14N(p,γ)15O S-factor, solar neutrino fluxes, and solar abundances 
Neutrino fluxes from  
B16 Standard Solar Model,  
Vinyoles et al. 2017: 
u  GS98 = Old, high CNO 

elemental abundances 
u  AGSS09met = New, low 

CNO elemental abundances 

Data	more	precise	
than	the	models	

2020 Borexino neutrino data slightly favor the old, high 
CNO elemental abundances… 
… but a higher precision 14N(p,γ)15O S-factor is needed! 
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Precision cross section measurements for nuclear astrophysics 
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1H(p,e+
ν)2H

3He(3He,2p)4He 3He(α,γ)7Be

7Be(e-,ν)7Li

7Li(p,α)4He

7Be(p,γ)8B

8B(e+
ν)8Be*

8Be*(α)4He

2H(p,γ)3He

85 % 15 %

15 % 0.02 %

1H(p e-,ν)2H

99.75 % 0.25 %

3He(p,e+
ν)4He

0.00003 %

3He(α,γ)7Be, at a crossroads of pp-chain hydrogen burning	

u  The solar neutrino 
producing pp-II and  
pp-III chains start with 
3He(α,γ)7Be 

u  At higher temperatures 
and energies, the 
same reaction impacts 
Big Bang  
7Li production 
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3He(α,γ)7Be experiment at LUNA 

u  Calibrated 3He gas target pressure, 
temperature, beam-heating 

u  Beam energy and intensity precisely known 
u  Precise knowledge of detection probabilities 

for reaction products γ and 7Be 
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3He(α,γ)7Be at LUNA, 7Be decay line at 478 keV 

u  Underground (Gran Sasso) suppression of cosmic-ray background. 
u  Orders of magnitude improvement of signal/noise ratio enables qualitative change. 
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Systematic error budget 
3He target gas density  1.5% 
4He ion beam intensity 1.5% 
7Be detection efficiency 1.8% 
7Be losses 0.7% 

Total systematic uncertainty 3.0% 

3He(α,γ)7Be at LUNA, 7Be corrections and error budget 
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3He(α,γ)7Be: strength and limitation of underground data 

u  Big Bang 0.3-0.9 GK 
u  Sun 0.016 GK 

Strength: 
u  500 times increased 

sensitivity underground, 
compared to the most 
advanced overground 
experiment 

Limitation: 
u  Theory (very much) 

needed to extrapolate. 
 
But: 
u  Theory can now be 

compared with data at 
high and low energies.  

NAh�vi =NA

r
8

µ⇡
(kBT )

� 3
2 S(E)⇥

Z 1

0
exp


� E

kBT
� bp

E

�
dE

<latexit sha1_base64="q+WBUBoGSgr1T5rF9+GPM2UJ6yw=">AAAECXichVLNbhMxEJ7t8tMuFFI4crEIRSmCaBNA9IIUCkFcQEU0baW4jbwbZ2vF+4PXiQgrPwFvwBVegBviylPwGpw5MOtsgFJVdeTM+JtvvpnxOsikyLXv/3CW3HPnL1xcXvEuXV69crW2dm03Tycq5L0wlanaD1jOpUh4Twst+X6mOIsDyfeC8dMyvjflKhdpsqNnGT+IWZSIkQiZRmiw5qzSgEciKZgUUXLHeNRqFooPzavBE0IlSyLJCc1FFDMyJVRZoKIFkoVjQx6T28Sy87dKF3SkWFhsmoLGE0IzYQxpjAcFVTHZMjsbh8W9OeO+KdoYo3fJP0XfNLobx8WpFjHPCaXEW0euh7WoSPTAP0Qz0jNC+buMSj7S/Uq4a4q/9UwFBtiPba9rDFUiOtIHZNil1KM8GS7GH9TqftO3i5x0WpVT79wCu7bT2k+gMIQUQphADBwS0OhLYJDjrw8t8CFD7AAKxBR6wsY5GPAwd4IsjgyG6Bj/Izz1KzTBc6mZ2+wQq0jcCjMJrON+bhUDZJdVOfo52l+431ssOrVCYZXLDmdoA1RcsYovEddwhIyzMuOKuejl7MxyKg0j2LTTCOwvs0g5Z/hH5xlGFGJjGyHQtcwINQJ7nuINJGh72EF5ywsFYiceomXWcquSVIoM9RTa8vbLfk6fbjGXxjrlfefld8Jn0fr/EZx0dtvN1oPmw9ftemdr/j5gGW7ATWjgK3gEHXgB29h36Gjno/PJ+ex+cL+4X91vc+qSU+Vch2PL/f4bndr8Vw==</latexit>

10−15

10−12

10−9

10−6

× 500

3He(α,γ)7Be

C
ro

ss
 s

e
ct

io
n

 [
b

a
rn

]

LUNA Gran Sasso (underground)

Notre Dame Univ. (above ground)

0.0

0.2

0.4

0.6

10−3 10−2 10−1 100

S
 f

a
ct

o
r 

[k
e

V
 b

a
rn

]

E [MeV]

Gamow
0.016 GK
Gamow

0.016 GK

Maxwell
0.016 GK

BBN range



Daniel Bemmerer 
Institute of Radiation Physics   08.12.2020 Page 16 

IN-HOUSE RESEARCH 
Precision cross section measurements 

3He(α,γ)7Be reaction, S-factor data synopsis	

Data, state of the art 
u  At 1 MeV many data sets  
u  At 0.1 MeV, one data set 
u  At 0.03 MeV, no data 

Data extrapolation 
u  How to transfer information 

from the well-studied 1 MeV 
region to low energy? 

u  Extrapolation from the “Solar 
Fusion II” decadal review from 
an average of several theories  
(new edition planned for 2022) 

u  New theory curves upcoming 
(example shown: Neff) 

3
He(α,γ)

7
Be

S
3

4
 [

ke
V

 b
a

rn
]

E [MeV]

bla
Solar Fusion II, 2011
Neff 2011 (FMD)
Nara Singh et al. 2004
LUNA 2006−2007
Brown et al. 2007
di Leva et al. 2009
Carmona et al. 2012
Bordeanu et al. 2013
Kontos et al. 2013
Szücs et al. 2019

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

 0.01  0.1  1

Sun Big Bang

Footnote: High-energy – low-energy connection  
may be used to connect Big Bang and the Sun 
u  Takács et al. Phys. Rev. D (2015), Nucl. Phys. A (2018) 
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3He(α,γ)7Be, running measurement of the γ-ray angular distribution	

u  Test experiment with 5 HPGe 
detectors at HZDR 3 MV 
Tandetron overground 
(preliminary data shown) 

u  Full experiment with  
21 HPGe detectors at 
Felsenkeller 5 MV accelerator 
underground (running) 

HPGe detectors 
→ EB17, 7x60% 
→ EB18, 7x60% + BGO 
→ MB1, 3x60% + BGO 
→ MB2, 3x60% + BGO 
→ Can60, 1x60% 
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3He(α,γ)7Be reaction, general lessons and way forward	

Low uncertainty for each data set 
u  Absolute target thickness (usually gas) or 
u  Target thickness relative to a standard 
u  Beam intensity, energy 
u  Probability of detecting reaction products 
Reproducibility 
u  Need several independent data sets with 

independent techniques 
u  7Be activation, in beam γ-detection, 

accelerator mass spectrometry 
u  Community-accepted consensus value 

(Solar Fusion I, II, III workshops) 
Transfer of experimental data from high to 
low energies 
u  Theory-based excitation function 
u  γ-ray angular distribution as additional 

information  
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For discussion 
u  Theory re-normalization possible? 
u  What about the mirror reaction 

3H(α,γ)7Li?  
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u  Astrophysical S-factor and thermonuclear reaction rate 

u  Precision cross section measurements, example 14N(p,γ)15O 

u  Interplay between experiment and theory, example 3He(α,γ)7Be 

u  Experimental facilities 

u  Other examples and outlook 

Precision	cross	section	measurements	for	nuclear	astrophysics	
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LUNA 0.4 MV accelerator deep underground 
LUNA	=	Laboratory	
Underground	for	
Nuclear	Astrophysics	
-  IT,	DE,	HU,	UK	
-  Cosmic	rays	strongly	

suppressed	
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27	m	

12.5	m	

5.5	m	

New	LUNA-MV	3.5	MV	accelerator	for	1H,	4He,	12C	beams:	
Installation	in	Gran	Sasso	hall	B	very	soon	

First five years: 
u  14N(p,γ)15O (commissioning) 
u  22Ne(α,n)25Mg 
u  13C(α,n)16O 
u  12C+12C  
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Dresden,	Germany:	Felsenkeller	5	MV	underground	accelerator	

Joint effort HZDR – TU Dresden 
u  HZDR: 5 MV Pelletron, 30 µA 

beams of 1H+, 4He+ (single-ended), 
12C+ (tandem) 

u  TU Dresden: 150% ultra-low-
background HPGe detector for 
offline γ-counting 

v22d

Tunnel IX

Tunnel VIII

Experiment

preparation

Experiment

control

Accelerator

control

SF6 storage tank

External ion source

Internal ion source

Bunker for in−beam experiments

Bunker for activation experiments

Start of beam operations July 2019 
u  3He(α,γ)7Be with 4He beam 
u  12C(α,γ)16O with 12C beam 
u  Plan to open for external users 

in 2021 

T.	Kajita	
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u  Astrophysical S-factor and thermonuclear reaction rate 

u  Precision cross section measurements, example 14N(p,γ)15O 

u  Interplay between experiment and theory, example 3He(α,γ)7Be 

u  Experimental facilities 

u  Other examples and outlook 

Precision	cross	section	measurements	for	nuclear	astrophysics	
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Big Bang 2H studied at LUNA : Nature 587, 210-213 (2020) 

08.12.20	 	 	 	 	Daniel	Bemmerer	

Nature | Vol 587 | 12 November 2020 | 211

obtained at the Laboratory for Underground Nuclear Astrophysics 
(LUNA)8,9 of the National Institute for Nuclear Physics (INFN) Laboratori 
Nazionali del Gran Sasso (Italy).

Of the elements produced during the BBN, deuterium (D) is an 
excellent indicator of cosmological parameters in the early Universe 
because its abundance is the most sensitive to the baryon density 
Ωbh2 and also depends on the radiation density, usually expressed in 
terms of the effective number Neff of neutrino species2. As deuterium 
is almost exclusively produced during BBN, and is destroyed only dur-
ing stellar evolution, its primordial abundance can be obtained from 
astrophysical sites not affected by stellar evolution4. The best deter-
mination of the deuterium abundance is at present obtained by ana-
lysing the light spectra of quasars crossing pristine gas clouds at high 
redshift. Recent astronomical observations3 have reached excellent 
precision and provide a weighted mean value of the primordial deute-
rium abundance relative to hydrogen, (D/H)obs = (2.527 ± 0.030) × 10−5,  
with a 1% uncertainty3 (hereafter, quoted errors are at 68% confidence 
level unless stated otherwise). By contrast, theoretical predictions of 
D/H based on BBN, (D/H)BBN, are less clear: Coc et al.5 reported a value in 
agreement with observations, but with a higher uncertainty, whereas 
Pitrou et al.4 reported a value in tension with observations, albeit with 
a similar precision. Improving such predictions requires an accurate 
knowledge of the nuclear reaction rates involved in the synthesis of 
deuterium: specifically, production via the well known p(n,γ)D process, 
and destruction via the D(d,n)3He, D(d,p)3H and D(p,γ)3He reactions. Of 
these, the D(p,γ)3He reaction4–6 carries the largest uncertainties because 
of insufficient experimental data at relevant BBN energies. Although the 
D(p,γ)3He cross-section, or equivalently its S factor (see Methods section 
‘D(p,γ)3He cross-section measurements at LUNA’), is well known13 at low 
energies, E ≈ 3−20 keV (energies are in the centre-of-mass system unless 
stated otherwise), higher-energy data14–17 are affected by systematic 
uncertainties of 9% or more. In addition, a recent ab initio theoretical 
calculation18 disagrees at the level of 20–30% with a widely used S-factor 
best fit19 to selected datasets13–15,20 and at the level of about 8% with a fit by 
Iliadis et al.21. As a result, BBN predictions of primordial deuterium abun-
dance remain unsatisfactory, which calls for improved measurements 
of the D(p,γ)3He reaction cross-section over a wide energy range3–6,12.

The new measurement of the D(p,γ)3He cross-section discussed in this 
paper was performed at the LUNA 400-kV accelerator11, a world-leading 
facility to study nuclear reactions at the lowest-energies frontier of 
nuclear astrophysics. The million-fold reduction in cosmic-ray muons 
of the deep-underground location8 and a careful commissioning10 of 
the experimental setup aimed at minimizing all sources of systematic 
errors have led to D(p,γ)3He cross-section data of unprecedented preci-
sion and with overall uncertainties below 3% over the measured energy 
region (E = 32−263 keV), relevant to BBN energies (E = 30−300 keV; Meth-
ods). As shown in Fig. 1, the new data represent a substantial improve-
ment compared with previous work14,15,17. Our new S-factor best fit (red 
solid line) implies a destruction of deuterium that is faster compared 
with the best fit19 of previous experimental data (blue dashed curve) 
and slower compared with predictions based on the ab initio calcula-
tion18 (black dotted curve).

To explore the impact of our D(p,γ)3He S factor on the predicted pri-
mordial deuterium abundance, we used the second release22 of the 
numerical BBN code PArthENoPE. Under the assumption of the ΛCDM 
model, with23,24 Neff = 3.045, we performed a Bayesian likelihood analysis 
(Methods) to derive Ωbh2 using the observed deuterium abundance, 
(D/H)obs, and the theoretical behaviour of (D/H)BBN (now including the 
new LUNA data). We obtain Ωbh2(BBN) = 0.02233 ± 0.00036. As shown in 
Fig. 2, this value is a factor of two more precise than that obtained using 
a previous S factor19 and now in much better agreement with the Ωbh2 
based on CMB data12 (see values in Table 1). The use of BBN deuterium 
alone as a baryometer has now approached a precision comparable 
to that obtained from CMB analyses7,12. The fact that the present-day 
values of Ωbh2(BBN) and Ωbh2(CMB) are fully consistent with each other 
(Table 1) offers evidence of the validity of the ΛCDM model adopted here.

We note that if we use the baryon density provided by the Planck 
Collaboration7, we derive a theoretical prediction on deuterium abun-
dance (D/H)BBN = (2.52 ± 0.03 ± 0.06) × 10−5, in excellent agreement 
with astronomical observations3 (D/H)obs = (2.527 ± 0.030) × 10−5. The 
quoted errors on (D/H)BBN stem from the propagation of uncertainties 
in the baryon density (first error) and the nuclear rates (second error).
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Fig. 1 | The S factor of the D(p,γ)3He reaction. At BBN energies 
(Ecm ≈ 30−300 keV), the new LUNA results (filled red circles, with total 
(statistical + systematic) error bars) indicate a faster deuterium destruction 
compared with a best fit19 (blue dashed line) of previous experimental data, but 
a slower destruction compared with theoretical calculations18 (black dotted 
line). At BBN energies, the best fit (red solid line, equation (2)) obtained in this 
work is entirely dominated by the LUNA data. The fit includes all experimental 
data13–16,29–31 (note that those by Warren et al.30 and Geller et al.31 lie outside the 
energy range shown here). Bands represent the 68% confidence level.
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Fig. 2 | Likelihood distribution of the baryon density and baryon-to-photon 
ratio. The red curve (D + 3ν with LUNA) shows the distribution of the baryon 
density obtained using the new LUNA S factor for the predicted deuterium 
abundance (D/H)BBN. Note the factor of two reduction in the uncertainty, 
compared with the distribution based on the previous S factor19 (grey curve, 
D + 3ν without LUNA). Our new determination of Ωbh2 is now in much better 
agreement with the value obtained from CMB data alone12 (blue dashed curve, 
CMB + 3ν) and with the best determination of baryon density obtained by the 
Planck Collaboration7 from CMB data combined with additional observational 
inputs and with the theoretical dependence of primordial 4He on baryon 
density (orange dot-dashed curve, Planck + 3ν). η10, baryon-to-photon ratio.
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The baryon density of the Universe from an 
improved rate of deuterium burning

V. Mossa1, K. Stöckel2,3, F. Cavanna4,26, F. Ferraro4,5, M. Aliotta6, F. Barile1, D. Bemmerer2,  
A. Best7,8, A. Boeltzig9,10, C. Broggini11, C. G. Bruno6, A. Caciolli11,12, T. Chillery6, G. F. Ciani9,10, 
P. Corvisiero4,5, L. Csedreki9,10, T. Davinson6, R. Depalo11, A. Di Leva7,8, Z. Elekes13,  
E. M. Fiore1,14, A. Formicola10, Zs. Fülöp13, G. Gervino15,16, A. Guglielmetti17,18, C. Gustavino19 ✉, 
G. Gyürky13, G. Imbriani7,8, M. Junker10, A. Kievsky20, I. Kochanek10, M. Lugaro21,22,  
L. E. Marcucci20,23, G. Mangano7,8, P. Marigo11,12, E. Masha17,18, R. Menegazzo11,  
F. R. Pantaleo1,24, V. Paticchio1, R. Perrino1,27, D. Piatti11, O. Pisanti7,8, P. Prati4,5, L. Schiavulli1,14, 
O. Straniero10,25, T. Szücs2, M. P. Takács2,3, D. Trezzi17,18, M. Viviani20 & S. Zavatarelli4 ✉

Light elements were produced in the first few minutes of the Universe through a 
sequence of nuclear reactions known as Big Bang nucleosynthesis (BBN)1,2. Among the 
light elements produced during BBN1,2, deuterium is an excellent indicator of 
cosmological parameters because its abundance is highly sensitive to the primordial 
baryon density and also depends on the number of neutrino species permeating the 
early Universe. Although astronomical observations of primordial deuterium 
abundance have reached percent accuracy3, theoretical predictions4–6 based on BBN 
are hampered by large uncertainties on the cross-section of the deuterium burning 
D(p,γ)3He reaction. Here we show that our improved cross-sections of this reaction 
lead to BBN estimates of the baryon density at the 1.6 percent level, in excellent 
agreement with a recent analysis of the cosmic microwave background7. Improved 
cross-section data were obtained by exploiting the negligible cosmic-ray background 
deep underground at the Laboratory for Underground Nuclear Astrophysics (LUNA) 
of the Laboratori Nazionali del Gran Sasso (Italy)8,9. We bombarded a high-purity 
deuterium gas target10 with an intense proton beam from the LUNA 400-kilovolt 
accelerator11 and detected the γ-rays from the nuclear reaction under study with a 
high-purity germanium detector. Our experimental results settle the most uncertain 
nuclear physics input to BBN calculations and substantially improve the reliability of 
using primordial abundances to probe the physics of the early Universe.

The theoretical description of Big Bang nucleosynthesis (BBN) is based 
on the standard cosmological model (hereafter, the Λ cold dark matter 
(ΛCDM) model, where Λ is the cosmological constant2), which assumes 
a homogeneous and isotropic Universe governed by general relativity 
and by the standard model of particle physics. Under these assump-
tions, BBN predicts the abundances of primordial nuclides, mainly 2H 
(hereafter, D), 3He, 4He and 7Li, as a function of one parameter only—the 
density of ordinary matter, or the baryon density, Ωbh2, where h is the 
reduced Hubble constant (see Fields et al.12 for a recent review). There-
fore, a comparison between the observed primordial abundances and 
those predicted by the BBN can be used to constrain this fundamental 
quantity. Yet an independent evaluation of Ωbh2 can also be obtained 

by measuring the anisotropies in the cosmic microwave background 
(CMB), which is the relic electromagnetic radiation left over from the 
Big Bang.

It should be noted that Ωbh2 from the CMB reflects the baryon den-
sity of the Universe at the re-combination epoch, some 380,000 years 
after the Big Bang. According to the ΛCDM model, the baryon density 
can only vary as a result of the expansion of the Universe, so that its 
present-day value inferred from either the CMB or BBN should be the 
same. Therefore, the evaluation of Ωbh2 based on BBN alone is critical as 
it can either support the ΛCDM model or point to new physics between 
the BBN and CMB epochs2. Here we present a new evaluation of Ωbh2 
from BBN based on improved experimental nuclear physics inputs 
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obtained at the Laboratory for Underground Nuclear Astrophysics 
(LUNA)8,9 of the National Institute for Nuclear Physics (INFN) Laboratori 
Nazionali del Gran Sasso (Italy).

Of the elements produced during the BBN, deuterium (D) is an 
excellent indicator of cosmological parameters in the early Universe 
because its abundance is the most sensitive to the baryon density 
Ωbh2 and also depends on the radiation density, usually expressed in 
terms of the effective number Neff of neutrino species2. As deuterium 
is almost exclusively produced during BBN, and is destroyed only dur-
ing stellar evolution, its primordial abundance can be obtained from 
astrophysical sites not affected by stellar evolution4. The best deter-
mination of the deuterium abundance is at present obtained by ana-
lysing the light spectra of quasars crossing pristine gas clouds at high 
redshift. Recent astronomical observations3 have reached excellent 
precision and provide a weighted mean value of the primordial deute-
rium abundance relative to hydrogen, (D/H)obs = (2.527 ± 0.030) × 10−5,  
with a 1% uncertainty3 (hereafter, quoted errors are at 68% confidence 
level unless stated otherwise). By contrast, theoretical predictions of 
D/H based on BBN, (D/H)BBN, are less clear: Coc et al.5 reported a value in 
agreement with observations, but with a higher uncertainty, whereas 
Pitrou et al.4 reported a value in tension with observations, albeit with 
a similar precision. Improving such predictions requires an accurate 
knowledge of the nuclear reaction rates involved in the synthesis of 
deuterium: specifically, production via the well known p(n,γ)D process, 
and destruction via the D(d,n)3He, D(d,p)3H and D(p,γ)3He reactions. Of 
these, the D(p,γ)3He reaction4–6 carries the largest uncertainties because 
of insufficient experimental data at relevant BBN energies. Although the 
D(p,γ)3He cross-section, or equivalently its S factor (see Methods section 
‘D(p,γ)3He cross-section measurements at LUNA’), is well known13 at low 
energies, E ≈ 3−20 keV (energies are in the centre-of-mass system unless 
stated otherwise), higher-energy data14–17 are affected by systematic 
uncertainties of 9% or more. In addition, a recent ab initio theoretical 
calculation18 disagrees at the level of 20–30% with a widely used S-factor 
best fit19 to selected datasets13–15,20 and at the level of about 8% with a fit by 
Iliadis et al.21. As a result, BBN predictions of primordial deuterium abun-
dance remain unsatisfactory, which calls for improved measurements 
of the D(p,γ)3He reaction cross-section over a wide energy range3–6,12.

The new measurement of the D(p,γ)3He cross-section discussed in this 
paper was performed at the LUNA 400-kV accelerator11, a world-leading 
facility to study nuclear reactions at the lowest-energies frontier of 
nuclear astrophysics. The million-fold reduction in cosmic-ray muons 
of the deep-underground location8 and a careful commissioning10 of 
the experimental setup aimed at minimizing all sources of systematic 
errors have led to D(p,γ)3He cross-section data of unprecedented preci-
sion and with overall uncertainties below 3% over the measured energy 
region (E = 32−263 keV), relevant to BBN energies (E = 30−300 keV; Meth-
ods). As shown in Fig. 1, the new data represent a substantial improve-
ment compared with previous work14,15,17. Our new S-factor best fit (red 
solid line) implies a destruction of deuterium that is faster compared 
with the best fit19 of previous experimental data (blue dashed curve) 
and slower compared with predictions based on the ab initio calcula-
tion18 (black dotted curve).

To explore the impact of our D(p,γ)3He S factor on the predicted pri-
mordial deuterium abundance, we used the second release22 of the 
numerical BBN code PArthENoPE. Under the assumption of the ΛCDM 
model, with23,24 Neff = 3.045, we performed a Bayesian likelihood analysis 
(Methods) to derive Ωbh2 using the observed deuterium abundance, 
(D/H)obs, and the theoretical behaviour of (D/H)BBN (now including the 
new LUNA data). We obtain Ωbh2(BBN) = 0.02233 ± 0.00036. As shown in 
Fig. 2, this value is a factor of two more precise than that obtained using 
a previous S factor19 and now in much better agreement with the Ωbh2 
based on CMB data12 (see values in Table 1). The use of BBN deuterium 
alone as a baryometer has now approached a precision comparable 
to that obtained from CMB analyses7,12. The fact that the present-day 
values of Ωbh2(BBN) and Ωbh2(CMB) are fully consistent with each other 
(Table 1) offers evidence of the validity of the ΛCDM model adopted here.

We note that if we use the baryon density provided by the Planck 
Collaboration7, we derive a theoretical prediction on deuterium abun-
dance (D/H)BBN = (2.52 ± 0.03 ± 0.06) × 10−5, in excellent agreement 
with astronomical observations3 (D/H)obs = (2.527 ± 0.030) × 10−5. The 
quoted errors on (D/H)BBN stem from the propagation of uncertainties 
in the baryon density (first error) and the nuclear rates (second error).
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Fig. 1 | The S factor of the D(p,γ)3He reaction. At BBN energies 
(Ecm ≈ 30−300 keV), the new LUNA results (filled red circles, with total 
(statistical + systematic) error bars) indicate a faster deuterium destruction 
compared with a best fit19 (blue dashed line) of previous experimental data, but 
a slower destruction compared with theoretical calculations18 (black dotted 
line). At BBN energies, the best fit (red solid line, equation (2)) obtained in this 
work is entirely dominated by the LUNA data. The fit includes all experimental 
data13–16,29–31 (note that those by Warren et al.30 and Geller et al.31 lie outside the 
energy range shown here). Bands represent the 68% confidence level.
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Fig. 2 | Likelihood distribution of the baryon density and baryon-to-photon 
ratio. The red curve (D + 3ν with LUNA) shows the distribution of the baryon 
density obtained using the new LUNA S factor for the predicted deuterium 
abundance (D/H)BBN. Note the factor of two reduction in the uncertainty, 
compared with the distribution based on the previous S factor19 (grey curve, 
D + 3ν without LUNA). Our new determination of Ωbh2 is now in much better 
agreement with the value obtained from CMB data alone12 (blue dashed curve, 
CMB + 3ν) and with the best determination of baryon density obtained by the 
Planck Collaboration7 from CMB data combined with additional observational 
inputs and with the theoretical dependence of primordial 4He on baryon 
density (orange dot-dashed curve, Planck + 3ν). η10, baryon-to-photon ratio.

Ingredients for 3% precision include 
u  Absolute target density (2H gas target) 
u  Precise beam calibration (energy, calorimetric 

intensity) 
u  Detection probability for detected γ-rays using 

several different methods 
u  Theory support for γ-ray angular distribution 
u  Theory support for cosmological impact 
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The 12C(α,γ)16O reaction, the “Holy Grail” of Nuclear Astrophysics 

NS65CH05-Davids ARI 8 September 2015 10:29
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Figure 3
The energy-level diagram of 16O and ground-state S factors relevant to 12C(α, γ ). Energies are specified in
MeV.

Cascade cross sections (feeding excited 16O states) are thought to be at least an order of magnitude
smaller. The extrapolation is complicated by the fact that subthreshold resonances are present in
both the 1− and 2+ partial waves (Figure 3). Therefore, the cross section at astrophysical energies
is determined by the interplay between subthreshold and suprathreshold resonances; direct capture
must also be taken into account for the 2+ partial wave.

Although the most straightforward approach to improving extrapolation accuracy is to extend
direct measurements below 1 MeV, such efforts are very difficult due to the small and exponentially
decreasing cross sections. Much of the progress on the 12C(α, γ )16O reaction over the past two
decades has instead been driven by indirect methods such as 12C(α, α) (83), β-delayed α-decay
(84, 85), and transfer reactions (86, 87) and by measurements at high energies (88–90). These
measurements are helpful because they constrain the R-matrix model used to extrapolate the cross
section. The excitation energies and radiative widths of the subthreshold resonances are well
known, but their reduced α widths (or asymptotic normalization coefficients), by contrast, are
not, and that is where the major uncertainty lies. Much of the indirect work is focused on these
quantities.

The 12C(α, γ )16O reaction was reviewed in References 13 and 91; the latter estimated the un-
certainty in the reaction rate to be +13

−12%. Recently, new data and an analysis of the E2 ground-state
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12C + 4He! 16O(0, 6.049, 6.130, ...)
12C + 4He 16O(0)

Forward	reaction	è	
Underground	accelerators	with	γ-ray	
detection	
u  Felsenkeller	5	MV	(gas	target)	
u  LUNA-MV	3.5	MV	

	

Time-inverted	reaction	ç	
u  Real,	monochromatic	7	MeV	photons:	

HIγS,	ELI-NP	

u  Virtual	7	MeV	photons:		
R3B@GSI,	by	Coulomb	dissociation	
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COST action ChETEC [ketek] 2017-2021 
http://www.chetec.eu 

u  ~150 k€/year 2017-2021 

u  30 European countries 

Support for meetings and 
schools 

u  12 meetings in 2019 

Short-term scientific missions 
(STSMs) 

u  Up to 90 days visits 

 

Chair:  

u  Raphael Hirschi,  
Keele University/UK 
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ChETEC-INFRA, an EU-supported Starting Community of  
Research Infrastructures for Nuclear Astrophysics (2021 – 2025) 

07.12.20	 	 	 	 	Daniel	Bemmerer	

5.0 M€ HORIZON2020 support (2021-2025) 

TA JRA NA 

Infrastructure 
access 
u  8 nuclear  
u  4 telescopes 
u  1 computer 

Infrastructure 
usability 
u  Targets 
u  Abundance 

corrections 
u  Analysis 

pipelines 

Infrastructure 
networking 
u  Complementary data 
u  Solar fusion+model 
u  Geochemistry 
u  Outreach 

32 partners, 17 countries, open for associate partners 

ChETEC	COST	
Action	2017-2021	
C:	Uni	Keele/UK	

ChETEC-INFRA	
2021-2025	
C:	HZDR/DE	

EuroGENESIS	ESF	
2010-2013	
C:	UPC	Barcelona	
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u  Astrophysical S-factor and thermonuclear reaction rate 

u  Precision cross section measurements, example 14N(p,γ)15O 

u  Interplay between experiment and theory, example 3He(α,γ)7Be 

u  Experimental facilities 

u  Other examples and outlook 

Potential for collaboration theory – experiment 

u  The field is rich and growing: new ideas, new labs, new projects 

u  Feedback loop theory – experiment – theory regarding cross sections 

u  γ-ray angular distribution helps both experiment and theory 

u  Study of similar and mirror reactions, etc., etc. 

Precision cross section measurements for nuclear astrophysics 

u  Helmholtz	NAVI,	DTS,	MML,	ERC-RA;	DFG			
u  TU	Dresden	Excellence	Initiative	funds	(K.	Zuber),	DFG	Großgerät	(K.	Zuber)	
u  European	Union	(H2020	INFRAIA-02)	
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Felsenkeller	underground	background	characterisation	

Myon	flux	
and	angular	distribution	
Measured	and	simulated	
5.4(4)	m-2s-1	
F.	Ludwig	et	al.	
Astropart.	Phys.	112,	24	(2019)		

F. Ludwig, L. Wagner and T. Al-Abdullah et al. / Astroparticle Physics 112 (2019) 24–34 31 

Fig. 8. Muon intensity map for position 3 (same as in Fig. 6 , but with slightly modified color range): From left to right: Measured, calculated from the range-energy relation 
( Section 5.2 ), and Monte Carlo simulated ( Section 5.3 ) muon intensity. The gray line marks the cut used for Fig. 9 below. 

Fig. 9. Muon intensity at position 3 for φ = 280 ◦ for negative θ and φ = 100 ◦ for positive θ : Measured intensity (red), calculated based on the range-energy relation (black), 
Monte Carlo simulation (blue). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

The small variations, by up to 7 m.w.e., in rock overburden be- 
tween the eight positions studied here do not lead to an apprecia- 
ble variation in the vertical intensity within the present error bars 
( Fig. 10 ). 

At position 8, the underground position with the highest angle- 
integrated intensity studied here ( Table 1 ), both the rock overbur- 
den and the vertical intensity do not differ much from the other 
positions ( Fig. 10 , inset). The high integrated intensity observed 
at position 8 therefore has to be explained by the high flux of 
muons infalling from the cliff direction at θ ≈ 55 ◦ in this direction 
( Table 1 ). 
6.3. Effects of variations of the muon flux with time on the present 
data 

It is well known that the muon flux at the surface of the Earth 
varies over time, due to variations in the atmospheric tempera- 
ture [1] . The temperature variations affect the density, which, in 
turn affects the conversion from primary cosmic rays to muons 
[1] . These effects usually have a period of one year, opposite 
signs for the Northern and Southern hemispheres, respectively, 
and amount to ± 2% at the Earth’s surface [56] . In addition, long- 
term surface-based data from the Nagoya muon detector (35 ◦ lat- 
itude, lower than the present 51 ◦) show an overlaid variation 
that follows the 11-year solar cycle and has an amplitude of up 
to ± 3% [57] , i.e. 1.5 times larger than the annual temperature 
variations. 

At the underground depth of Felsenkeller, 140 m.w.e., an aver- 
age muon energy of 17 GeV is expected. For this muon energy, 

there is an expected temperature coefficient [58] of 
αT ≡ $I/I 

$T /T ≈ 0 . 2 (3) 
with I and $I the average muon intensity and its variation, and 
T and $T the average atmospheric temperature and its variation. 
Using the ground-based weather data at Dresden, within one year 
$T / T ≈ 12 K/286 K = 0.04 is found. This leads to an expected $I / I ≈
0.2 × 0.04 = 0.8%. This value is similar to annual muon flux varia- 
tions found experimentally in laboratories in the same depth range 
as Felsenkeller: The Double CHOOZ near detector at 120 m.w.e. (but 
with an energy threshold of 22 GeV, higher than here) reported 
about ± 1% fluctuations, and three laboratories at 34–250 m.w.e. 
showed ± 0.5% fluctuations [59] . 

For 17 GeV muons, the expected variation due to variations $p 
in atmospheric pressure p [59] is much smaller, 
βp ≡ $I/I 

$p/p ≈ 0 . 02 (4) 
so that pressure effects are negligible for the present purposes. 

The present campaign did not run long enough to experimen- 
tally constrain the muon flux variation at Felsenkeller, therefore 
these effects were included in the error budget. From the above 
derived annual temperature effect of ± 0.8% and an estimated ad- 
ditional 1.2%, i.e. 1.5 times as much, due to the solar cycle [57] , a 
total effect of ± 2% is found. This value is adopted as 2% systematic 
error and included in the error budget. 

This uncertainty will, however, not affect the planned muon 
veto for nuclear astrophysics experiments. There, the veto trigger 
rate will also be recorded, allowing to correct for muon intensity 
variations. It is expected that as a byproduct of these experiments, 

Neutron	flux	
and	energy	spectrum		
Measured	and	simulated	
4.6(3)	m-2s-1	
M.	Grieger	et	al.	
Phys.	Rev.	D	101,	123027	(2020)	

Background	in		
γ-ray	detectors	with	µ	veto	
Measured	
5.2(9)	×	10-5	keV-1h-1	
T.	Szücs	et	al.	
Eur.	Phys.	J.	A	55,	174	(2019)	
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23Na	production	by	hydrogen	burning:	22Ne(p,γ)23Na	

Resonance strength ωγ [µeV] Ep = 156 
keV 

Ep = 190 
keV 

Ep = 260 
keV 

Ep =479 
keV 

Indirect, from nuclear structure data 0.009±0.003 ≤ 2.6 ≤ 0.13 

Underground, p beam, HPGe det. 
(LUNA 2015, 2018) 

0.18±0.02 2.2±0.2 8.2±0.7 

Underground, p beam, γ-calorimeter 
(LUNA 2018) 

0.22±0.02 2.7±0.2 9.7±0.7 

Overground, 22Ne beam, recoil det. 
(TRIUMF 2020) 

0.17±0.05 2.2±0.4 8.5±1.4 0.44±0.05 
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6Li production in the Big Bang and 2H(α,γ)6Li, studied at LUNA 
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2H(α,γ)6Li S-factor - Phys. Rev. Lett. 113, 042501 (2014)

BBN energies

Robertson et al. 1981, data
Mohr et al. 1994, data
Kiener et al. 1991, upper limits
Cecil et al. 1996, upper limit
Hammache et al. 2010 (E1+E2)
Mukhamedzhanov et al. 2011 (E1+E2)
Anders et al. 2014 (LUNA), data

u  Determine primordial 6Li/7Li ratio = 
(1.5±0.3) * 10-5 entirely from 
experimental data 

u  Previous astronomical reports of 
6Li/7Li ~ 10-2 are probably in error 


