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Pion vector Form Factor (ππγ*)  
 
important building block to (g-2)  
data from e+e-⇾2π (c.f also τ-⇾π-π0ντ)

Photon fusion reactions and (g-2)

Light mesons decays:  
 
η⇾3π and light quark masses 
ω, φ⇾3π and TFF of ωπγ*
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First principle constraints

Unitarity: for low energy unitarily is “simple”

Analyticity 
‣ relates scattering amplitude at different energies

t

s

Dispersion'relation3
!  Cauchy'theorem3

If'function'3
3
!  Analytic'in'a'cut'plane3

!  Falls'off'sufficiently'fast''on'the'large'3
semi'circle''(otherwise'need'subtractions)3

C

4m20 Re(s)

Im(s)

25 

Crossing symmetry
‣ the same function A(s,t) should describe different 

processes (rotate the diagram by 90o or flip the leg)

A(s, t) =
1X

J=0

(2J + 1)PJ (z) aJ (s)

Disc aJ (s) ⌘
aJ (s+ i✏)� aJ(s� i✏)

2 i
= Im aJ (s) = ⇢(s)|aJ (s)|2

aJ(s) =
1

2⇡i

Z

C
ds0

aJ(s0)

s0 � s
=

Z 0

�1

ds0

⇡

Disc aJ(s0)

s0 � s
+

Z 1

4m2

ds0

⇡

Disc aJ (s0)

s0 � s
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‣ at high energies: asymptotic freedom ⇾ perturbative QCD

‣ at low energies: chiral symmetry

NAMBU - GOLDSTONE  
BOSON: 

Spontaneously Broken  CHIRAL  SYMMETRY

fπ = 92.4MeV

PION DECAY CONSTANT

ORDER PARAMETER: 

PION 

π
µ

ν

SYMMETRY 
BREAKING 

SCALE 
MASS 
GAP

Λχ = 4π fπ ∼ 1GeV

PCAC:

m
2
π
f
2
π

= −mq ⟨ψ̄ψ⟩ + O(m2

q
)

Axial current
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Figure 1: Vector (a) and axial-vector (b) spectral functions as given by the
parametrization (12,13) and Appendix, compared with ALEPH data [4] (the
comparison with OPAL data [5] looks very similar).
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GAP

Low-Temperature QCD Chiral Effective Field Theory

Chiral perturbation theory (ChPT) 
‣ d.o.f. - hadrons
‣ expansion in mass and momenta
‣ Unknown coupling constants (Li) fitted to the data

First principle constraints

LQCD =
X

f=u,d,s,
c,b,t

q̄f (i�
µ Dµ �mf ) qf � 1

4
G(a)

µ⌫ G
(a)µ⌫

SU(3)L ⇥ SU(3)R ! SU(3)V

Weinberg  
Gasser & LeutwylerWolfram Weise
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Unitarity

QCD
constraints

Analyticity, Crossing 
symmetry

In practice rigorous implementation of these principles is very hard. However, for a given 
reaction it is possible to kinematically isolate regions where specific processes dominate.

5

First principle constraints

Roy (Steiner): ππ, πK, πN 
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Pion vector Form Factor

h⇡+(p)⇡�(q)|Jµ(0)|0i = (p� q)µ F
V
⇡ (s)

Omnès solution

FV
⇡ (s) = P (s)⌦(s)

⌦(s) = exp

✓
s

⇡

Z 1

4m2

ds0

s0
�⇡⇡(s0)

s0 � s

◆

Watson theorem (below inelastic threshold)

ArgFV
⇡ (s) = �⇡⇡(s)

Unitarity relation

ImFV
⇡ (s) = ⇢(s) t⇤⇡⇡(s)F

V
⇡ (s)

ChPT at on
e loo

p

Stollenwerk et al. (2012)

Omnes

had
�⇤

⇡(p)

⇡(q)



Pion vector form factor

Defined as a matrix element of EM current

h⇡+(p)⇡�(q)|Jµ(0)|0i = (p� q)µ F
V
⇡ (s)

7

1). Gauge invariance

2). For zero momentum transfer nothing happens: FV
⇡ (0) = 1

pµ�⇤ h⇡+(p)⇡�(q)|Jµ(0)|0i = (p2 � q2)FV
⇡ (s) = 0

3).  At very low energy it can be calculated in ChPT

fails very soon  
(parametrize only tail of rho meson) 

F
V
⇡ (s) = 1 +

1

6

1

(4⇡f⇡)2
(L6 � 1) s+

1

6 f2
⇡

(s� 4m2
⇡)J̄(s) +O(s2)

m2
⇡ m2

⇡

had
�⇤

⇡(p)

⇡(q)



Pion vector form factor
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Unitarity relation (the function is analytic 
with only right-hand cut) Disc

⇡

⇡

�⇤
�⇤(p�⇤)

p�⇤ � l

l

⇡(p)

⇡(q)

⇡⇡

Partial wave expansion

T⇡⇡(s, z) =
1X

J=0

(2J + 1) t(J)⇡⇡ (s)PJ (z),

Z +1

�1
dz PJ(z) z =

2�J,1
2J + 1

only J=1 survive 
(ok, photon has spin-1)

ImFV
⇡ (s) = ⇢(s) t(1)⇤⇡⇡ (s)FV

⇡ (s) ✓(s > 4m2
⇡)

z = cos ✓

sym. factor
p+ q

Z
d⌦T ⇤

⇡⇡(s, z) z= 0

Z
d⌦ (p+ q � 2 l)µ T

⇤
⇡⇡(s, z) = L1 (p+ q)µ + L2 (p� q)µ = 2⇡

Z 1

�1
dz T ⇤

⇡⇡(s, z) z (p� q)µ

(p� q)µImFV
⇡ (s) =

1

2

Z
d�2 (p�⇤ � 2 l)µ F

V
⇡ (s)T ⇤

⇡⇡(s, z)⇥
1

2
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Pion vector Form Factor

h⇡+(p)⇡�(q)|Jµ(0)|0i = (p� q)µ F
V
⇡ (s)

Unitarity relation

ImFV
⇡ (s) = ⇢(s) t⇤⇡⇡(s)F

V
⇡ (s)

Watson theorem (below inelastic threshold)

t⇡⇡(s) =
sin �⇡⇡(s) ei�⇡⇡(s)

⇢(s)

FV
⇡ (s) = |FV

⇡ (s)|ei�(s)
ArgFV

⇡ (s) = �⇡⇡(s)

�(s) = �⇡⇡(s) (+n⇡)

|FV
⇡ (s)| sin�(s) = sin �⇡⇡(s) e

�i�⇡⇡(s) |FV
⇡ (s)|ei�(s)

had
�⇤

⇡(p)

⇡(q)



Pion vector form factor
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Watson theorem (below inelastic threshold)

ArgFV
⇡ (s) = �⇡⇡(s)ImFV

⇡ (s) = ⇢(s) t⇤⇡⇡(s)F
V
⇡ (s) = sin �⇡⇡(s) e

�i�⇡⇡(s) FV
⇡ (s),

High energy behaviour: �(s ! 1) ! ↵⇡ , ⌦(s ! 1) ! 1

s↵

FV
⇡ (s) = |FV

⇡ (s)|ei�(s)

⌦(s) = exp

✓
s

⇡

Z 1

4m2

ds0

s0
�⇡⇡(s0)

s0 � s

◆

⌦(s = 0) = 1

FV
⇡ (s) = P (s)⌦(s)

Muskhelishvili-Omnès solution

1

2i
(⌦(s+ i✏)� ⌦(s� i✏)) = sin �⇡⇡(s) e

�i�⇡⇡(s) ⌦(s+ i✏),

polynomial

⌦(s+ i✏)

✓
1

2i
� sin �⇡⇡ e

�i�⇡⇡(s)

◆
= ⌦(s� i✏)

1

2i

⌦(s+ i✏) e�2i�⇡⇡(s) = ⌦(s� i✏)

Disc (ln ⌦(s)) = 2i �⇡⇡(s)

ln ⌦(s) =
1

2i

Z 1

4m2
⇡

ds0

⇡

Disc(ln ⌦(s0))

s0 � s
=

Z 1

4m2
⇡

ds0

⇡

�(s0)

s0 � s
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⌦(s) = exp

✓
s

⇡

Z 1

4m2

ds0

s0
�⇡⇡(s0)

s0 � s

◆
had

�⇤
⇡(p)

⇡(q)

Muskhelishvili-Omnès solution

Main input: ππ phase shift

ChPT at on
e loo

p

Omnes

Stollenwerk et al. (2012)

FV
⇡ (s) = P (s)⌦(s) ,

perturbative QCD

FV
⇡ (s ! 1) =

1

s
�⇡⇡(s ! 1) ! ⇡

P (s) = 1

assume
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Pion vector form factor

Colangelo et al. (2019)

had
�⇤

⇡(p)

⇡(q)

State-of-art dispersive parametrisation

FV
⇡ (s) = ⌦(s)G!(s)G

N
in(s)

⌦(s) = exp

✓
s

⇡

Z 1

4m2

ds0

s0
�⇡⇡(s0)

s0 � s

◆

Omnès function

ρ-ω mixing (isospin breaking effects)

G!(s) = 1 + ✏!
s

(M! � i
2�!)2 � s

Further inelastic contributions

GN
in = 1 +

NX

k=1

ck(⇠(s)
k � ⇠(0)k)

⇠(s) =

p
sin � sc �

p
sin � scp

sin � sc +
p
sin � sc

sin = (m⇡ +m!)
2



Three body decays

13

input

Light mesons decays:  
 
η⇾3π and light quark masses 
ω, φ⇾3π and TFF of ωπγ*

π

π

π

Vinput
⌘,!,�



Three body decays (motivation)
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Spectrum of QCD: complete 
understanding, discover new 
resonances, exotics …

Decay properties of the 
known states

‣ multi-body (final state) interactions  
are expected to play a crucial role  
for the hadron spectroscopy 

‣ analysis of the precision exp. data  

‣ test/develop/cross-check tools on  
conventional states → move to exotic  

Lattice (2011)
Dudek et al.



ω-meson discovered in ~1960th 
π p →ω p, Kp →ωΛ, e+e−→ 3π, pp→ ωππ, …      number of events: 103 - 104

Dalitz plot: ω→3π d2�

ds dt
/ |~p+ ⇥ ~p�|2|F (s, t)|2

x / (t� u)

y / (sc � s)

15

Three body decays (motivation)

WASA-at-COSY (2016)
BESIII (2018) 
number of events: 106 - 107
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�⌘!⇡+⇡�⇡0 = 66[LO] + 94[NLO] + ... = 296± 16 eV[Exp]

Slow convergence of ChPT 
(importance of FSI)

Slope parameter puzzle for η→3π0

|A⌘!3⇡0 |2 / 1 + 2↵z + ...

↵

Isospin violating decay η⇾3π: 
sensitive to quark mass difference 

1

Q2
=

m2
d �m2

u

m2
s � m̂2

Three body decays (motivation)

New data on η⇾π+π-π0

WASA-at-COSY (2014)
KLOE-2 (2016)
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Unitarity

π

ππ

π

π
Vinput

π

π

π

Vinput

Khuri, Treiman (1960) 
Aitchison (1977)

Jmax
P.w. expansion

A(s, t, u) =
1X

J=0

(2J + 1)PJ (cos ✓) fJ(s)

ππ scattering
Fuchs, Sazdjian, Stern (1993)

Reconstruction theorem:  
crossing symmetry, analyticity up to NNLO

A(s, t, u) =
JmaxX

J

...aJ (s) +
JmaxX

J

...aJ (t) +
JmaxX

J

...aJ (u)



Unitarity

π

ππ

π

π
Vinput

π

π

π

Vinput
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Disc aJ(s) = t⇤J(s) ⇢(s)

✓
aJ(s) +

Z +1

�1

d cos ✓

2
...aJ (t)

◆

input Roy analysis (2011)  
R. Garcia-Martin at.al.



Unitarity

π
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π
Vinput

π

π

π

Vinput
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FIG. 3: Left: Integration contour. Right: Part of the Mandelstam plane, where the decay region and s-channel scattering
region are shown.

do not overlap with the cut of the integrand extending
over the positive real axis above t = 4m2

⇡. As shown
in [28] analytical continuation to the decay region re-
quires that integration is deformed over to follow a path
that does not cross the unary cut of F (t) for t > 4m2

⇡,
i.e. as shown in Fig. 3. It is worth noting that once
kinematical singularities have been removed, the t depen-
dence induced by the partial wave projection, the factor
1 � z

2
s(t, s) in Eq. (21) does not have singularities in t.

In the decay region discontinuity DiscF (s) is a complex
function of s, with singularities arising from cuts in the
barrier factor k(s) c.f. Eq. (4). Guided by the analysis
of triangle diagram in perturbation theory it was shown
that the proper determination of the singularities in k(s)
for s > 4m2

⇡ is given by [25] and the right analytical
structure of k(s) is

k(s) =

8
<

:

+(s) , 4m2
⇡  s  (M � m⇡)2

i(s) , (M � m⇡)2  s  (M + m⇡)2

�(s) , (M + m⇡)2  s  +1

(s) =
1

s
|�(m2

⇡,m
2
⇡, s)�(M2

,m
2
⇡, s)|

1/2
. (23)

In the next section we discuss solutions of Eq. (19).

IV. SOLUTION STRATEGIES

From the discontinuity (19) one can reconstruct the
amplitude using a dispersion relation, Eq 20. The solu-
tion is obtained using the Omnes-Muskhelishvili [44? ]
representation,

F (s) = ⌦(s)G(s) (24)

where the function ⌦(s) satisfies the following unitarity
relation for s � s⇡ = 4m2

⇡

Disc ⌦(s) = ⇢(s) t⇤(s) ⌦(s) + inelastic ✓(s > si) . (25)

with the first term on the right hand side representing the
elastic contribution. The advantage of representation in
Eq. (24), is that one can absorb the homogeneous part,
cf. first term on the right hand side in Eq. (19), into
⌦(s) leaving contribution from the cross-channel in G(s).
Since F (s) and ⌦(s) have only unitary, right hand cuts,
the function G(s) should also the right-hand cuts. Com-
bining Eqs. (19), (24) and (25) we obtain the following
discontinuity relation for G(s)

DiscG(s) =
⇢(s) t⇤(s)

⌦⇤(s)
F̂ (s) + inelastic ✓(s > si) (26)

where the last term is absorbs inelastic contributions
starting with a threshold at s = si. The dispersion rela-
tion for G(s) is given by,

G(s) =

Z 1

s⇡

ds
0

⇡

DiscG(s0)

s0 � s
(27)

where we split the integral into two parts

Z 1

s⇡

=

Z si

s⇡

+

Z 1

si

. (28)

The first part is determined entirely by elastic scattering
while the second part takes into account inelastic e↵ects.
The inelastic contribution is described by an analytical
function on the s-plane cut along the real axis above
s = si. It is largely unknown, and often parametrized
through an expansion in a conformal variable which maps
the cut s-plane onto a unit disk. Such a mapping is
known to improve convergence of the parametrization [?
].

⌃(s) =
nX

i=0

ai !
i(s) (29)
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⇡. As shown
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quires that integration is deformed over to follow a path
that does not cross the unary cut of F (t) for t > 4m2

⇡,
i.e. as shown in Fig. 3. It is worth noting that once
kinematical singularities have been removed, the t depen-
dence induced by the partial wave projection, the factor
1 � z

2
s(t, s) in Eq. (21) does not have singularities in t.

In the decay region discontinuity DiscF (s) is a complex
function of s, with singularities arising from cuts in the
barrier factor k(s) c.f. Eq. (4). Guided by the analysis
of triangle diagram in perturbation theory it was shown
that the proper determination of the singularities in k(s)
for s > 4m2

⇡ is given by [25] and the right analytical
structure of k(s) is

k(s) =

8
<

:
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1

s
|�(m2

⇡,m
2
⇡, s)�(M2

,m
2
⇡, s)|

1/2
. (23)

In the next section we discuss solutions of Eq. (19).

IV. SOLUTION STRATEGIES

From the discontinuity (19) one can reconstruct the
amplitude using a dispersion relation, Eq 20. The solu-
tion is obtained using the Omnes-Muskhelishvili [44? ]
representation,

F (s) = ⌦(s)G(s) (24)

where the function ⌦(s) satisfies the following unitarity
relation for s � s⇡ = 4m2

⇡

Disc ⌦(s) = ⇢(s) t⇤(s) ⌦(s) + inelastic ✓(s > si) . (25)

with the first term on the right hand side representing the
elastic contribution. The advantage of representation in
Eq. (24), is that one can absorb the homogeneous part,
cf. first term on the right hand side in Eq. (19), into
⌦(s) leaving contribution from the cross-channel in G(s).
Since F (s) and ⌦(s) have only unitary, right hand cuts,
the function G(s) should also the right-hand cuts. Com-
bining Eqs. (19), (24) and (25) we obtain the following
discontinuity relation for G(s)

DiscG(s) =
⇢(s) t⇤(s)

⌦⇤(s)
F̂ (s) + inelastic ✓(s > si) (26)

where the last term is absorbs inelastic contributions
starting with a threshold at s = si. The dispersion rela-
tion for G(s) is given by,

G(s) =

Z 1

s⇡

ds
0

⇡

DiscG(s0)

s0 � s
(27)

where we split the integral into two parts

Z 1

s⇡

=

Z si

s⇡

+

Z 1

si

. (28)

The first part is determined entirely by elastic scattering
while the second part takes into account inelastic e↵ects.
The inelastic contribution is described by an analytical
function on the s-plane cut along the real axis above
s = si. It is largely unknown, and often parametrized
through an expansion in a conformal variable which maps
the cut s-plane onto a unit disk. Such a mapping is
known to improve convergence of the parametrization [?
].

⌃(s) =
nX

i=0

ai !
i(s) (29)

Z +1

�1
d cos ✓ !

Z t+(s)

t�(s)
dt

M2
⌘ ! M2

⌘ + i ✏
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Bronzan, Kacser (1963)

Disc aJ(s) = t⇤J(s) ⇢(s)

✓
aJ(s) +

Z +1

�1

d cos ✓

2
...aJ (t)

◆



Pasquier inversion

π

ππ

π

π
Vinput

π

π

π

Vinput
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Disc aJ(s) = t⇤J(s) ⇢(s)

✓
aJ(s) +

Z +1

�1

d cos ✓

2
...aJ (t)

◆

Z 1

4m2
⇡

ds0

⇡

Z t+(s)

t�(s)
dt ... =

Z

�0
dt

Z s+(t)

s�(t)
ds0 ...

Pasquier et al. (1968)
Guo, I.D., Szczepaniak (2015)

aJ(s) =

Z 1

4m2

ds0

⇡

Disc aJ(s0)

s0 � s

Z +1

�1
d cos ✓ !

Z t+(s)

t�(s)
dt



η⇾π+π-π0 (WASA-at-COSY fit)

no 3b 
effects

with 3b 
effects

data

no 3b with 3b

(L,I)=(0,0), (1,1)
1 real par.

1,45 0,95

(L,I)=(0,0),(1,1),
(0,2)
2 real par.

0,94 0,90

�2/d.o.f.

21

Fit to WASA

Guo et al. [JPAC] (2015)WASA-at-COSY (2014)

x / (t� u)

y / (sc � s)



η⇾π+π-π0 (KLOE-2 fit)

no 3b 
effects

with 3b 
effects

data

no 3b with 3b

(L,I)=(0,0), (1,1)
1 real par.

10,4 2,61

(L,I)=(0,0),(1,1),
(0,2)
2 real par.

1,21 1,29

�2/d.o.f.
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no 3b with 3b

(L,I)=(0,0), (1,1)
1 real par.

9,5 1,64

(L,I)=(0,0),(1,1),
(0,2)
2 real par.

1,54 1,61

�2/d.o.f.

Combined fit: WASA & KLOE-2

Fit to KLOE-2

KLOE-2 (2016) Guo et al. [JPAC] (2017)

x / (t� u)

y / (sc � s)



Dalitz plot expansion:

η⇾3π0

Prediction:

|A⌘!⇡+⇡�⇡0 |2 / 1 + a y + b y2 + d x2 + f y3 + ...

23

|A⌘!3⇡0 |2 / 1 + 2↵z + ...

↵ = �0.025± 0.004

↵PDG = �0.0288± 0.0012
x =

p
z cos�

y =
p
z sin�



Matching to ChPT

1

Q2
=

m2
d �m2

u

m2
s � m̂2

We described Dalitz distribution  
normalised to unity at x=y=0

fix overall normalisation

�exp
⌘!⇡+⇡�⇡0 /

Z
|A⌘!⇡+⇡�⇡0 |2 / N2

Q4

|A⌘!⇡+⇡�⇡0 |2 / 1 + a y + b y2 + d x2 + f y3 + ...

24

Match individual (I, J) components of the full 
amplitude near Adler zero s=4/3 mπ2

A(s, t, u) =
JmaxX

J

...aJ(s) +
JmaxX

J

...aJ(t) +
JmaxX

J

...aJ(u)

A�PT (s, t, u) = � 1

Q2

m2
K(m2

K �m2
⇡)

3
p
3m2

⇡f
2
⇡

 
JmaxX

J

...a�PT
J (s) + ...

!

Matching point 

Matching to ChPT

a0(s)



Q-value predictions

Quark mass 
double ratio:

1

Q2
=

m2
d �m2

u

m2
s � m̂2

Quark masses

m̂ =3.42± 0.09 MeV

ms =93.8± 0.24 MeV

mu =2.04± 0.14 MeV

md =4.80± 0.08 MeV

25

Lattice, FLAG, 
(Nf=2+1), 2014

Q

Our result (fit to WASA@COSY) 21.4± 1.1

Our result (fit to KLOE-2) 21.7± 1.1

Our result (combined fit) 21.6± 1.1

Lattice, FLAG, 2016 (Nf = 2 + 1) 22.5± 0.8

Lattice, FLAG, 2016 (Nf = 2 + 1 + 1) 22.2± 1.6

NLO 20.1

NNLO 22.9

Dispersive (Kambor et al.) 22.4± 0.9

Dispersive (Kampf et al.) 23.1± 0.7

Dispersive (Colangelo et al.) 22.0± 0.7



π

ππ

π

π
Vinput

π

π

π

Vinput

ω, φ⇾3π
ω/φ is spin 1 particle:
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Disc aJ(s) = t⇤J(s) ⇢(s)

✓
aJ(s) +

Z +1

�1

d cos ✓

2
...aJ (t)

◆

aJ(s) =

Z 1

4m2

ds0

⇡

Disc aJ(s0)

s0 � s

 Niecknig at al. (2012)

Over subtraction technique (suppress high energy input)

aJ(s) = ↵+ � s+
s2

⇡

Z 1

4m2

ds0

s02
Disc aJ (s0)

s0 � s
, � =

Z 1

4m2

ds0

⇡

Disc aJ(s0)

s02



π

ππ

π

π
Vinput

π

π

π

Vinput

ω, φ⇾3π

s w

4m2
⇡ si

=

Z si

4m2
⇡

...+

Z 1

si

...

inelastic contributions  
parametrise with a conformal  

mapping expansion

Coefficients Ci play the role of subtraction 
constants in conventional approach

ω/φ is spin 1 particle:
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Disc aJ(s) = t⇤J(s) ⇢(s)

✓
aJ(s) +

Z +1

�1

d cos ✓

2
...aJ (t)

◆

 Danilkin at al. (JPAC) (2015)

aJ(s) =

Z 1

4m2

ds0

⇡

Disc aJ(s0)

s0 � s



! ! 3⇡
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ω⇾3π

d2�

ds dt
/ |~p+ ⇥ ~p�|2|F (s, t)|2

x / (t� u)

y / (sc � s)

ω⇾3π:  fit event by 
event g12 CLAS data
in progress

Carlos Salgado,  
Volker Crede, etc.

|F (s, t)|2 ' |N |
2
�
1 + 2↵ z + 2� z3/2 sin(3�) + 2 � z2

+2 � z5/2 sin(3�) +O(z3)
�

Dalitz plot parameters

WASA-at-COSY (2016)

BESIII (2018) 
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Fig. 1. Distributions of Mmiss (top), Mγ γ , and cos θγ γ (bottom
left and right) for a sample of selected events. The rms widths
of the Mmiss and Mγ γ distributions are 5.5 MeV and 17 MeV,
respectively. The solid lines are Gaussian fits.

tracks with opposite sign of curvature and polar an-
gle θ > 40◦ which intersect the interaction region.
The acollinearity cut (#θ < 175◦) removes e+e−γ
events without incurring an acceptance loss for the
signal. We then compute the missing mass, Mmiss =
√

(Eφ − Eπ+ − Eπ−)2 − |p⃗φ − p⃗π+ − p⃗π− |2 where
E and p⃗ are laboratory energies and momenta. Mmiss
is required to be within 20 MeV of the π0 mass. This
requirement corresponds to an effective energy cut of
! 20 MeV on the total energy radiated because of ini-
tial state radiation (ISR). Two photons in the calorime-
ter are also required. A photon is defined as an en-
ergy deposit larger than 10 MeV with 21◦ < θ < 159◦

and an arrival time compatible with a particle trav-
eling at the speed of light, within 5σ (t). The two-
photon opening angle in the π0 rest frame must satisfy
cos θγ γ < −0.98.
Fig. 1 shows the distributions of the missing mass

Mmiss, of the γ γ invariant mass, and of cosθγ γ for
a sample of selected events. Due to the large cross
section3 for this final state with respect to other

3 Here and in the following we consider visible cross sections,
not corrected for the effect of the radiative corrections.

Fig. 2. Distribution of the number of events corrected for the
efficiency and divided by |p⃗∗+ × p⃗∗−|2. The gray scale is in
arbitrary units. The plot contains 1.98 millions events in 1874 bins
8.75 × 8.75 MeV2 each. Three broad bands corresponding to the
three ρ states are indicated. The kinematical boundary is also shown.

processes (σφ × BR(φ → π+π−π0) = 460 nb) and
to the clean signature, the background to this process
after the selection described is! 10−5. The Dalitz plot
variables x and y are evaluated using the measured
momenta of the charged pions, boosted to the center
of mass system: x = E∗

+ − E∗
− and y = E∗

φ − E∗
+ −

E∗
− − Mπ0 = Tπ0 . Eφ and p⃗φ are measured run by

run using Bhabha scattering events. ISR lowers the
mean π+π−π0 total energy by∼130 keV. This value
is used in the analysis with negligible effect on the
results. The resolution on x and y is about 1 MeV over
the full kinematical range.
The Dalitz plot density distribution is shown in

Fig. 2. In the plot the number of events corrected for
the efficiency is shown divided by |p⃗∗

+ × p⃗∗
−|2. Three

bands corresponding to the three ρ states are clearly
evident. The two-dimensional distribution is plotted in
8.75×8.75MeV2 bins. There are 1874 bins within the
kinematic boundary. The bin width is larger than the x

and y resolution, but is small compared to the density
variations of the Dalitz plot as can be seen in the x and
y projections shown in Fig. 3. Smearing effects due to
the resolution are negligible.
Trigger and selection efficiencies have been evalu-

ated as functions of x and y. A full Monte Carlo sim-
ulation of the detector has been used with corrections
based on control samples of data. Corrections to the
detection efficiency for low energy photons have been

� ! 3⇡
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φ⇾3π

 Niecknig at al. (2012)

KLOE (2003)

d2�

ds dt
/ |~p+ ⇥ ~p�|2|F (s, t)|2

x / (t� u)

y / (sc � s)

π

ππ

π

π
Vinput

π

π

π

Vinput

 I.D. & JPAC (2019)



Discontinuity relation: ω/φ⇾π0γ*

l+

l−

V

π

π

π

ω/φ→3πpion vector form factor

s w

4m2
⇡ si

30

Colangelo et al. (2019)

fV ⇡(s) =

Z si

4m2
⇡

ds0

⇡

Disc fV ⇡(s0)

s0 � s
+

NX

k=0

bk (!(s))
k

Disc fV ⇡(s) =
⇢3(s) s

128⇡
FV
⇡ (s)⇤

Z 1

�1
dz0(1� z02)F (s, t0, u0)



ω⇾π0γ*

b0 fixed from Γexp(ω→πγ)

NA60: Nature of the steep rise?

Exp. analysis of φ→πγ is very important

31

l+

l−

V

π

π

π

ω/φ→3πpion vector form factor

Disc fV ⇡(s) =
⇢3(s) s

128⇡
FV
⇡ (s)⇤

Z 1

�1
dz0(1� z02)F (s, t0, u0)

fV ⇡(s) =

Z si

4m2
⇡

ds0

⇡

Disc fV ⇡(s0)

s0 � s
+

NX

k=0

bk (!(s))
k

NA60
MAMI
Dispersive
VMD

-0.2 -0.1 0.0 0.1 0.2 0.3 0.4

0.5

1

5

10

50

100

q2[GeV2]

|F
ω
(q
2 )

2

s [GeV2]

|f
!
⇡
|2

Schneider et al. (2012)
 Danilkin at al. (JPAC) (2015)



φ⇾π0γ*
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l+

l−

V

π

π

π

pion vector form factor

Disc fV ⇡(s) =
⇢3(s) s

128⇡
FV
⇡ (s)⇤

Z 1

�1
dz0(1� z02)F (s, t0, u0)

fV ⇡(s) =

Z si

4m2
⇡

ds0

⇡

Disc fV ⇡(s0)

s0 � s
+

NX

k=0

bk (!(s))
k

ω/φ→3π

b0 fixed from Γexp(φ→πγ)
 
Grey: no 3b effects 
 
Our prediction [2014] is consistent with new  
KLOE data [2016]

VMD

prediction

|f
�
⇡
|2

Schneider et al. (2012)
 Danilkin at al. (JPAC) (2015)
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Photon fusion reactions and (g-2)

µ

�

⇡⇡
, ⇡
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Exploring the frontier of knowledge

34

Collide high energy beams

Ultra-precise predictions  
vs measurements:  
 
the more precise the comparison,  
the more subtle the theory  
 
Disagreement: we might be talking  
about a discovery

Astroparticle physics/ cosmology



Motivation
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Magnetic moment of the muon Anomalous part 

Today 

Experiment (BNL 2004)  
Theory (Standard model)

Difference ⇠ (3� 4)�

aexpµ = 0.0011659209(6)

athµ = 0.0011659182(4)

Keshavarzi et al. (2018)

20
20

�aexpµ = 6.3⇥ 10�10

! 1.6⇥ 10�10

~µ =
Q

2m
g ~S aµ =

(g � 2)µ
2



QCD contribution to (g-2)

36

had

�

hadhad

�

ahad, LbLµ = 10.5(2.6)⇥ 10�10

= 10.2(3.9)⇥ 10�10

ahad,VP
µ = 685.1(4.3)⇥ 10�10

Dispersion theory: method that relies on unitarity and analyticity (model independent)

had

Energy range up to 3 GeV is essential: ongoing ISR analyses BESIII
Aim: reduction of current error by factor of 2

Disc had

ahad,VP, LO

µ =
1

4⇡3

Z 1

sthr

dsK(s)�e+e�!had



QCD contribution to (g-2)
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had

�

Hagiwara et al. (2011)

Keshavarzi et al. (2018)

Dispersion theory: method that relies on unitarity and analyticity (model independent)

ahad,VP
µ = 685.1(4.3)⇥ 10�10

ahad,VP
µ = 683.4(2.5)⇥ 10�10



QCD contribution to (g-2)

Dispersive analysis for ππ, πη, … loops is needed

Relies on measurements of TFF 
to reduce the model dependence  

⇡0�⇤�(⇤), ⌘�⇤�(⇤), ...

=

+

+

⇡
0 , ⌘

, ⌘
0

�

�

⇡⇡
, ⇡
⌘

K
K̄

...

hadhad

�
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µ

µ
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Multi-meson production

Important ingredient:�

⇡⇡
, ⇡
⌘

K
K̄

�⇤�⇤ ! ⇡⇡,⇡⌘, ...
�⇤

�⇤

��� ��� ��� ���
�

��

��

��

��

��

��

� (���)

σ
(γ
γ→

π�
η)

��� ��� ��� ��� ��� ���
�

��

���

���

���

���

���

���

� (���)

σ
(γ
γ→

ππ
)

f2

f0

�� ! ⇡0⌘

a0

a2

�� ! ⇡+⇡�,⇡0⇡0

Born

�

MarkII(’90), CELLO (’92), Crystal Ball (’90), Belle (’07 ’09)
Crystal Ball (’90), Belle (’09)

µ

q2 > 0 time-like �⇤

q2 = �Q2 < 0 space-like �⇤
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Inelastic contributions
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σ
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Born

MarkII(’90), CELLO (’92), Crystal Ball (’90), Belle (’07 ’09)
Crystal Ball (’90), Belle (’09)



Unitarity
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Partial wave expansion

H�1�2(s, t) =
1X

J=0

(2J + 1)h(J)
�1�2

(s) dJ�1��2,0(✓)

Jmax = 2

Jmax = 2

Disc

�⇤

�⇤

⇡⇡,KK̄

⇡

⇡

�⇤

�⇤

⇡⇡,KK̄

⇡

⇡

1

2

Z
d⇧2

T (s, t) =
1X

J=0

(2J + 1) t(J)(s)PJ (✓)

Disch(J)
�1�2

(s) = h(J)
�1�2

(s) ⇢⇡⇡(s) t
(J)⇤
⇡⇡!⇡⇡(s)

These “diagonalise unitarity” and contain resonance information



Unitarity
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Partial wave expansion

(coupled-channel unitarity)

H�1�2(s, t) =
1X

J=0

(2J + 1)h(J)
�1�2

(s) dJ�1��2,0(✓)

These “diagonalise unitarity” and contain resonance information

Disch(J)
�1�2

(s) = h(J)
�1�2

(s) ⇢⇡⇡(s) t
(J)⇤
⇡⇡!⇡⇡(s) + k(J)�1�2

(s) ⇢KK̄(s) t(J)⇤
KK̄!⇡⇡

(s)

Disc

�⇤

�⇤

⇡⇡,KK̄

⇡

⇡

�⇤

�⇤

⇡⇡,KK̄

⇡

⇡

1

2

Z
d⇧2

T (s, t) =
1X

J=0

(2J + 1) t(J)(s)PJ (✓)

Jmax = 2

Jmax = 2
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Right-hand cuts (hadronic input)

�⇤

�⇤

⇡⇡,KK̄

⇡

⇡

Model independent form of the left-hand cuts:  
conformal mapping expansion

U(s) =
X

k

Ck ⇠(s)
k

I.D., Lutz, Gasparyan (2011)

Coefficients Ck determined from Exp. data 
 and Roy Eq. solutions (Madrid)

I.D., Vanderhaeghen (2018)

� ⌘ f0(500) pole

Coupled-channel Omnès formalism

t(s) =
N(s)

D(s)
= ⌦(s)N(s) Chew, Mandelstam (1960)

t(s) = U(s) +

Z

R

ds0

⇡

⇢(s0) |t(s0)|2

s0 � s

Pelaez (2016)q
sIIRoy =

�
449+22

�16

�
± i (275± 12) MeV

��� ��� ��� ��� ��� ���
�

��

���

���

���

���

���

� [���]

δ π
π

q
sIIN/D = (496± 48)± i (226± 30) MeV

�

f0
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Right-hand cuts (hadronic input)

�⇤

�⇤

⇡

⌘

⇡⌘,KK̄

a0(980) pole

cf. also HadSpec Coll. (2016)

q
sIVa0

=
�
1.12�0.07

+0.02

�
± i

2

�
0.28+0.08

�0.13

�
GeVCoupled-channel Omnès formalism

Model independent form of the left-hand cuts:  
conformal mapping expansion

t(s) =
N(s)

D(s)
= ⌦(s)N(s)

U(s) =
X

k

Ck ⇠(s)
k

Chew, Mandelstam (1960)

I.D., Lutz, Gasparyan (2011)

t(s) = U(s) +

Z

R

ds0

⇡

⇢(s0) |t(s0)|2

s0 � s

Coefficients Ck matched to SU(3)  
Chiral Perturbation Theory at threshold

I.D., Gil, Lutz (2011, 2013)



Scattering amplitude πη→KK
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N/D

K-matrix

IAM

χPT

KK thrπη thr

0.5 0.6 0.7 0.8 0.9 1.0 1.1 1.2
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1.0

1.5

2.0

2.5

3.0

s [GeV]

|t 10
(s
) π

η→
K
K
|/
16

π

First lattice analysis for mπ=391 MeV   HadSpec Coll. (2016)  

Chiral extrapolation of the lattice results Zhi-Hui Guo et. al. (2017)

N/D 
I.D., Gil, Lutz (2013), I.D., Deineka, 
Vanderhaeghen (2017)  

K-matrix 
Albaladejo et. al. (2017)
 
Inverse Amplitude Method (IAM)
Gomez Nicola et.al. (2002)

Chiral Perturbation Theory
Gasser et. al. (1985)
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Left-hand cuts (pion pole)

�⇤

�⇤

⇡⇡,KK̄

⇡

⇡

+ +

...

�⇤

�⇤

⇡

⇡

⇢,!

Colangelo et al. (2019)

Input from data: monopole TFF works well  
for space like region

Disc

q2 = �Q2 < 0

⇡

⇡

�⇤

had

⇡

⇡
�⇤

Left-hand cuts requires knowledge from  
                                    transition form factors�⇤⇡⇡, �⇤⇡!, �⇤⇡⇢

�⇤

�⇤

⇡

⇡

⇡



Left-hand cuts requires knowledge from  
                                    transition form factors�⇤⇡⇡, �⇤⇡!, �⇤⇡⇢
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Left-hand cuts (vector poles)
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Khuri-Treiman (1960)
Schneider et al. (2012)
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Fitted parameter is the coupling:  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Left-hand cuts (vector poles)

�⇤

�⇤
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⇡

⇡

+ +

...

�⇤
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�⇤⇡⇡, �⇤⇡!, �⇤⇢
Left-hand cuts requires knowledge from  
                                    transition form factors�⇤⇡⇡, �⇤⇡!, �⇤⇡⇢

�⇤

�⇤

⇡

⇡

⇡

I.D., Vanderhaeghen (2018)

gV!⇡� ' C⇢±,0!⇡±,0� ' 1

3
C!!⇡0�

PDG
= 0.37(2) GeV�1

gV!⇡� = 0.33 GeV�1

Left-hand cuts: “anomalous thresholds” for large virtualities Q2
1Q

2
2 > (M2

V �m2
⇡)

2

 
Hoferichter, Stoffer (2019)
Mandelstam (1960)

s(�)
L s(+)

L
0s(1)kin
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Left-hand cuts (vector poles)

Normal case

Solid curve: enlarged contour such that one stays away from possible numerical issues related to 
the anomaly piece 

Anomaly case requires contour deformation

I.D., Deineka, Vanderhaeghen (2019)

Dashed curve: cancellations of singular pieces  
It requires a careful numerical implementation

Hoferichter, Stoffer (2019)

for J=2

• Easy to implement 
• Independent on the degree of singularity
• Generalisation to the physical case is straightforward

hV (s) ⇠ 1

(s� s(+)
kin )

9/2
log

✓
X + 1

X � 1

◆



Kinematic constraints

Helicity amplitudes
Bardeen et al. (1968),  Tarrach (1975) 
Metz et al. (1998), Colangelo et al. (2015)

where                     are photon helicities 
(minimal basis for Born subtracted amplitudes)

p.w. helicity amplitudes suffer from kinematic constraints

h
(J)
�1�2

=

Z
d cos ✓

2
d
J
�1��2,0(✓)H�1�2

A(J)
n =

1

(p q)J

Z
d cos ✓

2
PJ(✓)Fn(s, t) object free of kinematic constraints

Unconstrained basis for Born subtracted p.w. amplitudes

j ⌘ �1�2 = {++, +�, +0, 0+, 00}

Kij 5⇥ 5is          matrix

�1,2 = ±1, 0

Low et al. (1954)

Lutz et al. (2010, 2014)

h̄(J)
i ⌘ h(J)

i � h(J),Born
i

h̄(J)
i = Kij h̄

(J)
j

50

H�1,�2 = ✏µ(�1)✏⌫(�2)
5X

n=1

Fn(s, t)L
µ⌫
n



Kinematic constraints

For s-wave

For d-wave

h̄(0)
++ ± h̄(0)

00 ⇠ (s� s(⌥)
kin ), s(±)

kin ⌘ � (Q1 ±Q2)
2

+ 2 more

Unconstrained basis for Born subtracted p.w. amplitudes

j ⌘ �1�2 = {++, +�, +0, 0+, 00}

Kij 5⇥ 5is          matrix

h̄(J)
i ⌘ h(J)

i � h(J),Born
i

h̄(J)
i = Kij h̄

(J)
j

I.D., Deineka, Vanderhaeghen (2019)  
cf. also Hoferichter, Stoffer (2019)
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⌘
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Colangelo et al. (2017)  
Pennington (1988), Moussallam (2013)
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Dispersion relation

Garcia-Martin et. al (2010)  
Hoferichter et. al. (2011,19) 
Dai et al. (2014)
Moussallam (2013)

Unsubtracted dispersion relation for kinematically unconstrained p.w. amplitudes

h̄(J)
i =

Z 0

�1

ds0

⇡

Disc h̄(J)
i (s0)

s0 � s
+

Z 1

4m2
⇡

ds0

⇡

Disc h̄(J)
i (s0)

s0 � s

Omnès solution of the unitarity relation

Omnès (1958) 
Muskhelishvili (1953)

leads to

�⇤

�⇤

⇡⇡,KK̄

⇡

⇡

Disch(J)
i = h

(J)

i ⇢ t(J)⇤⇡⇡

Disc⌦(J) = ⌦(J) ⇢ t(J)⇤⇡⇡ |s>4m2
⇡

V-exch

h̄(J)
i ⌘ h(J)

i � h(J),Born
i

h(J)
i = h(J),Born

i + ⌦(J)

 Z 0

�1

ds0

⇡

Disc(h̄(J)
i (s0))⌦(J)(s0)�1

s0 � s
�
Z 1

4m2
⇡

ds0

⇡

h(J),Born
i (s0) Im⌦(J)(s0)�1)

s0 � s

!



Results for real photons
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Coupled-channel dispersive treatment of f0(980) and a0(980) is crucial  

f2(1270) described dispersively through Omnès function 

a2(1320) described as a Breit Wigner resonance

�� ! ⇡+⇡�,⇡0⇡0 �� ! ⇡0⌘

a0 a2

Born

�

f2

f0

I.D., Deineka, Vanderhaeghen  
(2017, 2018)
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cf. also Dai et al. (2014)  
Hoferichter et. al. (2011,19)  
Garcia-Martin et. al (2010)
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Results for single virtual photon (Q2=0.5)
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��⇤ ! ⇡0⌘

a0

a2

Born

�

f2

f0

Single tagged BESIII data for                       in range                                           under 
analysis. It will validate left-hand cuts approximations.

I.D., Deineka, Vanderhaeghen (2018)
cf. also Moussallam (2013)
Hoferichter, Stoffer (2019)
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Results for ππ
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I.D., Deineka, Vanderhaeghen (2019)
cf. also Hoferichter, Stoffer (2019)
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Multi-meson contribution to (g-2)

Pioneering dispersive analyses for ππ loop contribution to aμ�

⇡⇡
, ⇡
⌘

K
K̄

Colangelo et al. (2014-2017)

a⇡-boxµ + a⇡⇡,⇡-pole LHC

µ,J=0
= �2.4(1)⇥ 10�10

Ongoing f0(980), a0(980)
f0(500)

f2
(12

70
)

��

⇡⇡

J = 2

One needs to compare f2(1270) with effective resonance description

Pascalutsa, Pauk, Vanderhaeghen (2012)  
I.D., Vanderhaeghen (2016)
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5757

Thank you!


