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Overview
• B-factories 

• SuperKEKB 

• Belle II 

• First results: 2018, 2019 

• Outlook 2020
First Results and Prospects for τ lepton physics at Belle II 
Thomas Kraetzschmar 
Wednesday 18:40

Lepton Flavour Universality Violation (LFV) search τ→μμμ at Belle II 
Alberto Martini 
Friday 17:40
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B-Factories.
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CKM Matrix anno 2018 β,α,γ = Φ1, Φ2, Φ3

SM unitarity triangles

Many unitarity relations, e.g., related to 4 neutral mesons (no top)
Bd meson (bd) : VudV ⇤

ub + VcdV ⇤
cb + VtdV ⇤

tb = 0 (�3,�3,�3)

Bs meson (bs) : VusV ⇤
ub + VcsV ⇤

cb + VtsV ⇤
tb = 0 (�4,�2,�2)

K meson (sd) : VudV ⇤
us + VcdV ⇤

cs + VtdV ⇤
ts = 0 (�,�,�5)

D meson (cu) : VudV ⇤
cd + VusV ⇤

cs + VubV ⇤
cb = 0 (�,�,�5)

Representation of (⇢, ⌘) through rescaled triangles

(small but non squashed)
BD-meson triangle (bd)

(large but squashed)
D-meson triangle (cu)

In practice, always Bd unitarity triangle (but only 2 parameters out of 4)

Sébastien Descotes-Genon (LPT-Orsay) The CKM matrix (1) 08/06/18 15
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CKM Matrix V

A handle on the CKM matrix
Measurements in terms of hadrons, not of quarks !

d ! u: Nuclear physics (superallowed � decays)
s ! u: Kaon physics (KLOE, KTeV, NA62)
c ! d , s: Charm physics (CLEO-c, Babar, Belle, BESIII)
b ! u, c and t ! d , s: B physics (Babar, Belle, CDF, DØ, LHCb)
t ! b: Top physics (CDF/DØ, ATLAS, CMS)

How to determine structure of CKM matrix ?

Sébastien Descotes-Genon (LPT-Orsay) The CKM matrix (1) 08/06/18 16

Structure of CKM matrix

For two generations, 1 modulus, no
phase, no CP violation (Cabbibo)

V =


Vud Vus
Vcd Vcs

�
=


cos ✓ sin ✓
� sin ✓ cos ✓

�

For three generations, 3 moduli and 1 phase, a unique source of CP
violation in quark sector (Kobayashi-Maskawa)

V =

2

4
Vud Vus Vub

Vcd Vcs Vcb

Vtd Vts Vtb

3

5 '

2

64
1 � �2

2 � A�3(⇢̄� i ⌘̄)
�� 1 � �2

2 A�2

A�3(1 � ⇢̄� i ⌘̄) �A�2 1

3

75+ O(�4)

where we have exploited the observed hierarchy of matrix elements
(V = 1 + O(�), close to unity)

=)extremely predictive model for CP violation embedded in SM

Sébastien Descotes-Genon (LPT-Orsay) The CKM matrix (1) 08/06/18 14

StructureofCKMmatrix

Fortwogenerations,1modulus,no
phase,noCPviolation(Cabbibo)

V=


VudVus
VcdVcs

�
=


cos✓sin✓
�sin✓cos✓

�

Forthreegenerations,3moduliand1phase,auniquesourceofCP
violationinquarksector(Kobayashi-Maskawa)

V=

2

4
VudVusVub

VcdVcsVcb

VtdVtsVtb

3

5'

2

64
1��2

2�A�3(⇢̄�ī⌘)
��1��2

2A�2

A�3(1�⇢̄�ī⌘)�A�21

3

75+O(�4)

wherewehaveexploitedtheobservedhierarchyofmatrixelements
(V=1+O(�),closetounity)

=)extremelypredictivemodelforCPviolationembeddedinSM

SébastienDescotes-Genon(LPT-Orsay)TheCKMmatrix(1)08/06/1814

A handle on the CKM matrix
Measurements in terms of hadrons, not of quarks !

d ! u: Nuclear physics (superallowed � decays)
s ! u: Kaon physics (KLOE, KTeV, NA62)
c ! d , s: Charm physics (CLEO-c, Babar, Belle, BESIII)
b ! u, c and t ! d , s: B physics (Babar, Belle, CDF, DØ, LHCb)
t ! b: Top physics (CDF/DØ, ATLAS, CMS)

How to determine structure of CKM matrix ?

Sébastien Descotes-Genon (LPT-Orsay) The CKM matrix (1) 08/06/18 16

u

c

t

d s b

CKM Metrology

SM unitarity triangles

Many unitarity relations, e.g., related to 4 neutral mesons (no top)
Bd meson (bd) : VudV ⇤

ub + VcdV ⇤
cb + VtdV ⇤

tb = 0 (�3,�3,�3)

Bs meson (bs) : VusV ⇤
ub + VcsV ⇤

cb + VtsV ⇤
tb = 0 (�4,�2,�2)

K meson (sd) : VudV ⇤
us + VcdV ⇤

cs + VtdV ⇤
ts = 0 (�,�,�5)

D meson (cu) : VudV ⇤
cd + VusV ⇤

cs + VubV ⇤
cb = 0 (�,�,�5)

Representation of (⇢, ⌘) through rescaled triangles

(small but non squashed)
BD-meson triangle (bd)

(large but squashed)
D-meson triangle (cu)

In practice, always Bd unitarity triangle (but only 2 parameters out of 4)

Sébastien Descotes-Genon (LPT-Orsay) The CKM matrix (1) 08/06/18 15

β,α,γ = Φ1, Φ2, Φ3

from Sebastian Descotes-Denon
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Hadronic cross section in e+e- collisions

5 51. Plots of Cross Sections and Related Quantities

51.3 ‡ and R in e+e≠
Collisions

Revised August 2019 by V.I. Belousov (COMPAS Group, IHEP), V.V. Ezhela (COMPAS Group, IHEP), A.A.
Godizov (COMPAS Group, IHEP), V.A. Petrov (COMPAS Group, IHEP), R.A. Ryutin (COMPAS Group,
IHEP), N.P. Tkachenko (COMPAS Group, IHEP) and O.V. Zenin (COMPAS Group, IHEP; MIPT Moscow).

‡ and R in e+e≠ Collisions
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Figure 51.2: World data on the total cross section of e+e≠ æ hadrons and the ratio R(s) =
‡(e+e≠ æ hadrons, s)/‡(e+e≠ æ µ+µ≠, s). ‡(e+e≠ æ hadrons, s) is the experimental cross sec-
tion corrected for initial state radiation and electron-positron vertex loops, ‡(e+e≠ æ µ+µ≠, s) =
4fi–2(s)/3s. Data errors are total below 2 GeV and statistical above 2 GeV. The curves are an
educative guide: the broken one (green) is a naive quark-parton model prediction, and the solid one
(red) is 3-loop pQCD prediction (see “Quantum Chromodynamics” section of this Review, Eq. (9.7)
or, for more details [99], Breit-Wigner parameterizations of J/Â, Â(2S), and Ã (nS), n = 1, 2, 3, 4
are also shown. The full list of references to the original data and the details of the R ratio
extraction from them can be found in [100]. Corresponding computer-readable data files are avail-
able at http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and HEPDATA
(Durham) Groups, August 2019. Corrections by P. Janot (CERN) and M. Schmitt (Northwestern
U.))

6th December, 2019 11:48am

collision energy [GeV]

cr
os

s 
se

ct
io

n 
[m

b]

e+e- → hadrons

PDG2019

B-Factories



 First results from Belle II  (Torben Ferber) 6

collision energy [GeV]

R

6 51. Plots of Cross Sections and Related Quantities

R in Light-Flavor, Charm, and Beauty Threshold Regions
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Figure 51.3: R in the light-flavor, charm, and beauty threshold regions. Data errors are total
below 2 GeV and statistical above 2 GeV. The curves are the same as in Fig. 51.2. Note: CLEO data
above Ã (4S) were not fully corrected for radiative e�ects, and we retain them on the plot only for
illustrative purposes with a normalization factor of 0.8. The full list of references to the original data
and the details of the R ratio extraction from them can be found in [100]. The computer-readable
data are available at http://pdg.lbl.gov/current/xsect/. (Courtesy of the COMPAS (Protvino) and
HEPDATA (Durham) Groups, August 2019.)

6th December, 2019 11:48am
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Time-dependent CP violation

e- e+

B̄

B

B

B̄
Δz ≈ βγΔt

Identify flavour of one B: 
“Flavour tagging”

BB̄ oscillation

Coherent  
BB̄ state

e.g. B0→Xℓ+ν: “fast leptons” (ℓ+ for B0), 
b→c→s: “kaons” (K- for B̄0), …

Signal side B: Physics e.g. CP eigenstate B→J/ψ K0S

Requires excellent 
vertex reconstruction

Requires excellent 
particle identification

Requires asymmetric 
beam energies
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Full event interpretation (FEI) and beam-constraint mass mbc

e- e+

B̄

B

B

B̄

Initial four-momentum 
exactly known: 

mbc = E2
beam − p2

B
Fully reconstruct one of 

the B mesons: FEI

Overconstrain second B 
meson: Neutrino(s) in the 

final state, …
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Physics process Cross section [nb] Cuts Reference

⌥ (4S) 1.05± 0.10 - [15]

uū(�) 1.61 - KKMC

dd̄(�) 0.40 - KKMC

ss̄(�) 0.38 - KKMC

cc̄(�) 1.30 - KKMC

e+e�(�) 300± 3 (MC stat.) 10� < ✓⇤e0s < 170�,

E⇤
e0s > 0.15 GeV

BABAYAGA.NLO

e+e�(�) 74.4 e’s (p >0.5GeV) in ECL -

��(�) 4.99± 0.05 (MC stat.) 10� < ✓⇤�0s < 170�,

E⇤
�0s > 0.15 GeV

BABAYAGA.NLO

��(�) 3.30 �’s (p >0.5GeV) in ECL -

µ+µ�(�) 1.148 - KKMC

µ+µ�(�) 0.831 µ’s (p >0.5GeV) in CDC -

µ+µ��(�) 0.242 µ’s (p >0.5GeV) in CDC,

� 1 � (E� >0.5GeV) in ECL

-

⌧+⌧�(�) 0.919 - KKMC

⌫⌫̄(�) 0.25⇥ 10�3 - KKMC

e+e�e+e� 39.7± 0.1 (MC stat.) W`` > 0.5GeV AAFH

e+e�µ+µ� 18.9± 0.1 (MC stat.) W`` > 0.5GeV AAFH

TABLE I: Total production cross section from various physics processes from collisions at
p
s = 10.573GeV (“Super–KEKB” presets) to be used for MC normalization.

4. STATUS FLAGS AND MOTHER–DAUGHTER RELATIONS

All particles produced by any generator of the basf2 framework are assigned the flag
“c PrimaryParticle”. This flag is unambiguous and must only be set by an event generator.

If a generator stores initial beam particles e+ and e�, they get the flag “c InitialParticle”.
If a generator stores virtual particles such as the exchanged boson (�, Z0, W±), the particle
is flagged “c VirtualParticle”. Note that the PDG–code of this virtual particle must not be
used to distinguish between the interaction types but is purely a convention of the specific
generator: E.g. KKMC always uses the PDG code of a Z0 for the exchanged boson. In addi-
tion, it is not defined if a generator stores the initial or intermediate virtual particle(s) at all.

Initial state radiation (ISR) photons are assigned the “c IsISR” flag and final state
radiation (FSR) photons are assigned the “c IsFSR” flag. However, since most of the
QED generators include interference e↵ects of ISR and FSR it fundamentally impossible
to distinguish between ISR and FSR photons: Photons from these generators are assigned
both the “c IsISR” and “c IsFSR” flags and the mother of these photons is assigned based
on the convention of the respective generator and is not related to the nature of ISR or
FSR emission. Usually these photons are daughters of the first final state particle in the
event listing. At the moment, the assignment of the “c IsFSR” flag is unambiguous only

5

Cross section in e+e- collisions at 10.58 GeV

1 nb cross section  
→ 106 events per  
1 fb-1 integrated 

luminosity

QED backgrounds 
are huge

B-factories are also 
τ-factories



 First results from Belle II  (Torben Ferber) 10

Belle and BaBar

NuFact 2017 – September 28, 2017 Dmitri Liventsev (VPI/KEK) – LFV at Belle – 4/43

 B-factories

BaBar: PEP-II e⁺e⁻ collider, SLAC, USA, 1999–2008. 

 Belle: KEKB e⁺e⁻ collider, KEK, Tsukuba, Japan,19999–2010.

Combined BaBar and Belle luminosity is ~1.5 ab⁻¹ (1.25∗10⁹ BB pairs).

Main focus: CP-violation (published in 2001)

Also B-decays, CKM parameters,

charmonium(-like) states,

charm- and τ-physics etc.

500+ publications from BaBar,

500+ from Belle.

But still no definitive observation of

the New physics (NP)!

BaBar: PEP-II e⁺e⁻ collider, SLAC, USA, 1999–2008 
Belle: KEKB e+e− collider, KEK, Tsukuba, Japan, 1999–2010

Dark Sector 
searches

Observation of 
charged exotic 

hadrons

Observation of time 
reversal violation
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SuperKEKB.
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Bilder k 2019 Google,Bilder k 2019 CNES / AirbYs,Ma\ar Technologies,Kartendaten k 2019 100 m 

12

KEK in Tsukuba (Japan)

SuperKEKB

Linac

Belle II

Bormio (~7000km)

Tokyo (~50 km)

Tsukuba
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SuperKEKB
• Asymmetric (4.0 GeV/7.0 GeV) e+e- 

collider, sqrt(s) = 10.58 GeV 

• Large crossing angle of 83mrad 

• Major upgrade to the accelerator 
with 40× the KEKB design luminosity 
(8x1035 cm-2s-1) 

• 2× higher beam currents 

• 20× smaller beam spot (σy=50 nm):  
“Nano-beam scheme” 

• Ultimate goal: 50ab-1 (50× Belle)

 Searches for Dark Matter at Belle II  (Torben Ferber) �5

From high luminosities (KEKB) to extreme luminosities (SuperKEKB)

7/34Torben Ferber, DESY

Nano beam scheme.

KEKB Super-KEKB

L=
γ±

2er e

(1+
σ y

*

σ x

*
)
I± ξ y±

βy±

RL

Rξy

vertical beta function at IP

beam current

factor 2-3factor 20

83mrad

KEKB e+/e- 
E (GeV): 3.5/8.0 
I (A): ~ 1.6/1.2 
β*y (mm): ~5.9/5.9 
Crossing angle (mrad): 22

7/34Torben Ferber, DESY

Nano beam scheme.

KEKB Super-KEKB

L=
γ±

2er e

(1+
σ y

*

σ x

*
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I± ξ y±

βy±

RL

Rξy

vertical beta function at IP

beam current

factor 2-3factor 20

83mrad

SuperKEKB e+/e- 
E (GeV): 4.0/7.0 
I (A): ~ 3.6/2.6 
β*y (mm): ~0.27/0.3 
Crossing angle (mrad): 83 
→ Luminosity increase x40

4.0 GeV

7.0 GeV
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SuperKEKB
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Belle II.
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Belle II

KL and muon detector (KLM): 
Resistive Plate Counters (RPC) (outer barrel) 
Scintillator + WLSF + MPPC (endcaps, inner barrel)

Particle Identification (PID): 
Time-Of-Propagation counter (TOP) (barrel) 
Aerogel Ring-Imaging Cherenkov Counter (ARICH) (FWD)

Electromagnetic calorimeter (ECL): 
CsI(Tl) crystals 
waveform sampling (energy, time, pulse-shape)

Vertex detectors (VXD): 
2 layer DEPFET pixel detectors (PXD, partially installed) 
4 layer double-sided silicon strip detectors (SVD)

Central drift chamber (CDC): 
He(50%):C2H6 (50%), small cells,  
fast electronics

Magnet: 
1.5 T superconducting

DEPFET: depleted p-channel field-effect transistor 
WLSF: wavelength-shifting fiber 
MPPC: multi-pixel photon counter

e+ (4 GeV)

e- (7 GeV)

   Trigger: 
   Hardware: < 30 kHz 
    Software: < 10 kHz
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Belle II: Challenges
• Reduced boost βγ=0.42@KEKB → βγ=0.28@SuperKEKB requires better vertex 

resolution for the same B mixing performance  

• Much higher backgrounds require faster electronics and radiation hardness 

• Much higher event rates require new DAQ and multi-level trigger system 

• Much higher data rates require new software and computing design 
 
 
 
→ Belle II is a new experiment with many Belle and BaBar members
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First results.
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2018
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Beam commissioning 
No vertex detectors 

No muon system 
Very loose triggers
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L = (496.3 ± 0.3 ± 3.0) pb-1 
(0.001% of final dataset)
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Luminosity measurement
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Fig. 1. Comparisons of the distributions of Bhabha-dominant signal candidates between the data and MC samples.
Each plot in the figure shows one quantity in the selection criteria and is drawn with the requirements on all other
quantities applied. In the legend, “Data” represents the data sample, while “ee”, “��”, “Bkg”, and “Tot” denote
the Bhabha, digamma, background (µ+µ�, e+e�e+e�, B+B�, B0B̄0, cc̄, ss̄, uū, dd̄, and ⌧+⌧�), and total MC
samples, respectively. The vertical arrows indicate the regions of the selected events.

a CM beam energy spread of 5 MeV [13] using the
BabaYaga@NLO [14–17] generator. The MC samples
were generated in the polar angle range 35�–145� in the
CM frame, somewhat broader than the acceptance of the
ECL barrel region, to avoid spurious edge e↵ects. Along
with the generation of the samples, the theoretical cross
sections of Bhabha and digamma processes (�ee and ���)
were evaluated using the same generator with the same
input parameters. The cross sections were calculated to
be �ee = 17.37 nb and ��� = 1.833 nb with a claimed
precision of 0.1% [14–17].

To estimate background levels, the following MC
samples were also produced at the peak energy of the
⌥ (4S) resonance: one million µ+µ� events with the

BabaYaga@NLO generator; one million two-photon
events in the e+e�e+e� final state with the AAFH [18–
20] generator; 50-fb�1-equivalent of B+B� and B0B̄0

events decayed with EvtGen 1.3 [21] for exclusive
modes and PYTHIA 8.2 [22] for inclusive modes; 50-
fb�1-equivalent of cc̄, ss̄, uū, and dd̄ events produced
with KKMC 4.15 [23, 24] and decayed with EvtGen
1.3 and PYTHIA 8.2; and 50-fb�1-equivalent of ⌧+⌧�

events also produced with KKMC 4.15 but decayed with
TAUOLA [25].

In order to simulate the interaction of final-state
particles with the detector, the generated MC samples
were used as input for a Geant4-based MC simulation
program [26], which includes the geometric description

xxxxxx-6

background levels (Rbkg) are calculated as

Rbkg =

P
bkg

�bkg✏bkg

(�ee✏ee+���✏��)
. (2)

The results are 0.07% and 0.28% in the Bhabha-
dominant and digamma-dominant measurements, re-
spectively. Detailed background analysis shows that the
background mainly arises from uū, ⌧+⌧�, and dd̄ events
in both measurements.

Inserting the values of Nobs
data, ✏ee, ✏�� , �ee, ��� , and

Rbkg into the formula

L=
Nobs

data

(�ee✏ee+���✏��)(1+Rbkg)
, (3)

the integrated luminosities are determined to be (496.7±
0.3) pb�1 and (493.1±0.7) pb�1 in the Bhabha-dominant
and digamma-dominant measurements, respectively.
Here, the uncertainties are statistical only. In the two
formulae above, the e�ciencies ✏ee and ✏�� implicitly
include an energy-sum-based ECL trigger e�ciency of
100% with a negligible uncertainty of O(0.01%). This is
evaluated using a radiative Bhabha data sample as the
ratio of the events triggered by both ECL and CDC to
all those triggered by CDC.

6 Systematic uncertainties

Table 2. Systematic uncertainties of the measured
integrated luminosities. The second, third,
and fourth columns list the uncertainties from
the Bhabha-dominant, digamma-dominant, and
combined measurements, respectively.

Source ee (%) �� (%) ee + �� (%)

Cross section ±0.1 ±0.1 ±0.1

CM energy ±0.2 ±0.2 ±0.2

✓cm range ±0.0 ±0.4 ±0.1

IP position ±0.2 ±0.1 ±0.1

ECL location ±0.2 ±0.2 ±0.2

MC statistics ±0.1 ±0.1 ±0.1

Beam backgrounds ±0.1 ±0.1 ±0.1

Cluster reconstruction ±0.2 ±0.2 ±0.2

Ecm distributions ±0.1 ±0.1 ±0.1

✓lab distributions ±0.1 ±0.2 ±0.1

✓cm distributions ±0.3 ±0.3 ±0.3

�cm distributions ±0.1 ±0.3 –

Material e↵ects �0.1 +0.7 +0.1

Overlapping clusters ±0.1 ±0.1 ±0.1

Colliding backgrounds ±0.1 ±0.3 ±0.1

Quadrature sum ±0.6 +1.1
�0.8 ±0.6

Table 2 summarizes the sources and values of the
systematic uncertainties of the integrated luminosities
measured above. The systematic uncertainties are
evaluated as follows.

The theoretical cross sections of Bhabha
and digamma processes are evaluated with the
BabaYaga@NLO generator with a precision of
0.1% [16, 17], which is taken as the relative systematic
uncertainty in each measurement.

The CM energy is an essential input to the
BabaYaga@NLO generator for the evaluation of the
signal cross sections and the generation of the signal
events. To check the impact of its uncertainty on the
measured integrated luminosities, the two measurements
are repeated with the CM energy increased/decreased
by 0.1%, which is roughly half the width of the ⌥ (4S)
resonance (20.5± 2.5) MeV [30] and is a conservative
value for the energy uncertainty according to an analysis
of the yield of B mesons. For each measurement,
the larger of the changes in the integrated luminosity
is taken as the associated uncertainty. The results
are about 0.2% for both measurements. Additionally,
since the rates of Bhabha and digamma processes vary
comparatively slowly with energy, the impact of the
uncertainty of the CM energy spread on the measured
integrated luminosities is negligible.

The polar angle range of electrons and positrons
for Bhabha events or photons for digamma events
in the CM frame is another important input to the
BabaYaga@NLO generator. The nominal signal MC
samples are generated in the ✓cm range 35�–145�. To
check the impact of di↵erent ✓cm ranges on the measured
integrated luminosities, the two measurements are
repeated with Bhabha and digamma events generated in
the wider ✓cm range 5�–175�. For the Bhabha-dominant
measurements, the results are consistent within the
statistical uncertainties. For the digamma-dominant
measurements, the result changes by about 0.4%, which
is taken as the relative systematic uncertainty.

The actual position of the IP may deviate from
the nominal position (0, 0, 0) as assumed in the MC
simulation. In a preliminary study with charged tracks,
the average position and the width of the IP distribution
over the whole data sample are determined to be (�0.4,
0.4, 0.3) mm. To investigate the impact of the deviation
on the measured integrated luminosities, we repeat our
measurements using a shifted position of the IP in
the MC simulation. The shift used is (�0.4, +0.4,
+0.3) mm from the nominal position. For the Bhabha-
dominant and digamma-dominant measurements, the
results change by about 0.2% and 0.1%, respectively.
In addition, the IP spread is calculated to be about
(14 µm, 0.56 µm, 0.35 mm) with the optics parameters
set for the x and z dimensions and observed for the y
dimension during Phase 2. We perform a study with the
IP spread, finding the IP spread only has a negligible
impact on the measured integrated luminosities because
its x and y components are small and its symmetry

xxxxxx-9

• Calorimeter-only selection of large 
angle Bhabha events

to appear in Chinese Physics C (arXiv:1910.05365)

https://arxiv.org/abs/1910.05365
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• Search for vector boson Z’ that couples to 2nd and 3rd generation only 

• No coupling to electrons avoids strong existing Dark Photon bounds 

• Visible decays lead to four muon final state (“Muonic force”) search (BaBar) 

• Invisible decays to Dark Matter or neutrinos 

• Possible explanation for g-2 anomaly 

• First physics paper targeting publication

Search for an invisibly decaying Z′ boson
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Search for an invisibly decaying Z′ boson

submitted to PRL, arXiv:1912.11276v1 
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certainty is systematic and is due to kinematic depen-
dencies. The performance of the ECL trigger is studied
using e+e� ! µ+µ�� events with E� > 1GeV that are
selected with the CDC two-track trigger. The efficiency
is found to be uniformly (96 ± 1)% in the ECL barrel
region.

The tracking efficiency for data is compared to simu-
lation using radiative Bhabha and e+e� ! ⌧+⌧� events.
Differences are found to be 10% for two-track final states,
with a 4% systematic uncertainty due to kinematic de-
pendencies.

The PID efficiency for data is compared to simulation
using samples of four-lepton events from two-photon me-
diated processes. Discrepancies at the level of 2% per
track are found, resulting in a systematic uncertainty of
4%.

The dimuon recoil mass resolution of data is compared
to simulation using e+e� ! µ+µ�� events that are con-
sistent with the full event energy, and which satisfy se-
lections 1-5 except selection 4, which they are required to
fail (µµ� sample). The two-dimensional muon momen-
tum distributions are reweighted to produce analogous
distributions for e+e� ! µ+µ�Z 0 events with Z 0 masses
up to 3GeV/c2. The recoil mass widths for data and sim-
ulation are consistent, and no systematic uncertainty is
assigned.

The selection criteria before the ⌧ suppression are stud-
ied using signal-free control samples in data and simula-
tion. The µµ� sample is useful for the low recoil mass
region. Similar ee� and eµ� control samples are used for
consistency checks. We also select µµ and eµ samples
that satisfy requirements 1–5, but which fail the pT,lmax

rec –
pT,lmin
rec requirement. These studies indicate that the effi-

ciency before the ⌧ suppression is 35% lower for µ+µ�

events in data than in simulation, and 10% lower for
e±µ⌥ events. The latter is explained by tracking inef-
ficiency, leaving a �25% unexplained deficit in dimuon
events. A variety of studies failed to uncover the source
of this discrepancy, which is consistently found to be in-
dependent of all checked quantities, including the recoil
mass. The background predictions from simulation and
the signal efficiency are thus corrected with scaling fac-
tors of 0.65 for µ+µ� events and 0.9 for e±µ⌥ events.
The background level before the ⌧ suppression selection is
measured with a 2% statistical uncertainty in both sam-
ples [28], which is used as a systematic uncertainty. This
is a strong constraint for the standard Z 0 signal efficiency
as well, as the topology of background and signal events
(a pair of muons and missing energy) is identical for sig-
nal and background and the discrepancy in the measured
yield is found not to depend on kinematic quantities (see
above). We nevertheless conservatively assign a system-
atic uncertainty of 12.5% on the correction factor to the
signal efficiency for the dimuon sample, half the size of
the observed discrepancy.

To study the ⌧ suppression, we use an e+e� sample

selected using the same analysis criteria, but with both
tracks satisfying the electron criteria in selection 3. The
resulting sample includes e+e��, e+e�e+e� and ⌧+⌧�

events where both leptons decay to electrons. The lat-
ter has the same kinematic features of the most relevant
background source to both searches. Agreement between
data and simulation is found after the ⌧ suppression,
within a 22% statistical uncertainty. This is taken as
a systematic uncertainty on the background; no system-
atic uncertainty due to this effect is considered for the
signal, as the selection has a high efficiency (around 50%,
slightly depending on the Z 0 mass), and the distributions
on which it is based are well reproduced in simulation.

After the corrections for the two-track trigger efficiency
and for the data/simulation discrepancy in µ+µ� events,
signal efficiencies are found to range between 2.6% and
4.9% for Z 0 masses below 7GeV/c2. Signal efficiencies
are interpolated from the generated Z 0 masses to the
center of each recoil mass window. An additional bin-
ning scheme is introduced with a shift of a half bin, to
cover hypothetical signals located at the border of two
contiguous bins, where the signal efficiency is reduced.
Systematic uncertainties are summarized in Table I.

Table I: Relative systematic uncertainties affecting the µ+µ�

and e±µ⌥ analyses.

Source µ+µ� e±µ⌥

Trigger efficiency 6% 1%
Tracking efficiency 4% 4%

PID 4% 4%
Luminosity 0.7% 0.7%

⌧ suppression (background) 22% 22%
Background before ⌧ suppression 2% 2%
Discrepancy in µµ yield (signal) 12.5% -
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Fig. 2: Recoil mass spectrum of the µ+µ� sample. Simulated
samples (histograms) are rescaled for luminosity, trigger effi-
ciency (0.79) and correction factor (0.65, see text). Histogram
bin widths indicate the recoil mass windows.
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The final recoil mass spectrum of the µ+µ� sample is
shown in Fig. 2, together with background simulations.
We look for the presence of possible local excesses by
calculating for each recoil mass window the probability
to obtain a yield greater or equal to that obtained in
data given the predicted background, including statistical
and systematic uncertainties. No anomalies are observed,
with all results below 3� local significance in both the
normal and shifted-binning options [28]. A Bayesian pro-
cedure [29] is used to compute 90% credibility level (CL)
upper limits on the standard Z 0 cross section. We as-
sume flat priors for all positive values of the cross section,
while Poissonian likelihoods are assumed for the number
of observed and simulated events. Gaussian smearing is
used to model the systematic uncertainties. Results are
cross-checked with log-flat priors and with a frequentist
procedure based on the Feldman-Cousins approach [30]
and are found to be compatible in both cases [28]. Cross
section results are translated into 90% CL upper limits
on the coupling constant g0. These are shown in Fig. 3,
where only values g0  1 are displayed.

0 1 2 3 4 5 6 7 8
]2 [GeV/cZ'M

4−10

3−10

2−10

1−10

1

g'

 (obs.) 90% CL ULτ-LµL

 inv)=1 (obs.) 90% CL UL→ , BF(Z'τ-LµL

 (sensitivity) ULτ-LµL

 inv)=1 (sensitivity) UL→ , BF(Z'τ-LµL
-1 = 276 pbLdt ∫

Belle II 2018

σ2±
µ

(g-2)

Fig. 3: 90% CL upper limits on coupling constant g0. Dark
blue filled areas show the exclusion regions for g0 at 90% CL,
assuming the Lµ � L⌧ predicted BF for Z0 ! invisible; light
blue areas are for BF(Z0 ! invisible) = 1. The solid and
dashed lines are the expected sensitivities in the two hypothe-
ses. The red band shows the region that could explain the
muon anomalous magnetic moment (g � 2)µ ± 2� [1, 5].

The final recoil mass spectrum of the e±µ⌥ sample is
shown in Fig. 4, together with background simulations.
Again, no anomalies are observed above 3� local signifi-
cance [28]. Model-independent 90% CL upper limits on
the LFV Z 0 efficiency times cross section are computed
using the Bayesian procedure described above and cross-
checked with a frequentist Feldman-Cousins procedure
(Fig. 5). Additional plots and numerical results can be
found in the supplemental material [28].

In summary, we have searched for an invisibly decay-
ing Z 0 boson in the process e+e� ! µ+µ�Z 0 and for a
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LFV Z 0 in the process e+e� ! e±µ⌥Z 0, using 276 pb�1

of data collected by Belle II at SuperKEKB in 2018. We
find no significant excess and set for the first time 90%
CL upper limits on the coupling constant g0 in the range
5 ⇥ 10�2 to 1 for the former case and to the efficiency
times cross section around 10 fb for the latter. The
full Belle II data set, with better muon identification,
a deeper knowledge of the detector, and the use of multi-
variate analysis techniques should enable the full (g�2)µ
band to be probed in the future.
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puter group for on-site computing support. This work
was supported by the following funding sources: Science
Committee of the Republic of Armenia Grant No. 18T-
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Physics runs 
Vertex detector 
Muon system 
Loose trigger
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L = 10.57 fb-1 
(0.021% of final dataset) 

(20× more than 2018)

April-June

Nov-Dec
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Towards nano-beams

Florian Bernlochner KET Jahresversammlung der Deutschen Teilchenphysiker 2018 !31

Beta Squeezing am IP

July 2019: βy* = 2000μm

Goal: βy* = 300μm
Dec. 2019: βy* = 800μm
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Nano-beams at SuperKEKB: L > 1×1034 cm-2s-1

03.12.2019: βy* = 0.8 mm 
ILER = 0.52A, IHER=0.42A

13.05.2003: βy* = 5.0 mm 
ILER = 1.2A, IHER=0.95A
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Beam Spot Measurement
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FIG. 1: Projection of the coordinate system on the x-y plane. For a track coming from a primary

vertex (PV), the transverse impact parameter (d0) is the signed distance between the point of

closest approach (POCA) and the z axis, and �0 is the azimuthal angle of the track momentum at

the POCA. The sign of d0 is defined to be the same as the one of the z component of the angular

momentum with respect to the origin. The blue area depicts the region where the high energy and

low energy beams overlap; in this drawing, the vertical size and the horizontal size of this region

are not in scale. In practice, the center of the overlap region is displaced with respect to the origin

and d0 needs to be corrected for this o↵set.

1

FIG. 3: For a two-track event where the two tracks, t1 and t2, are produced back-to-back, the

definition of d0 implies that d0(t1) and d0(t2) have opposite signs. Assuming that the two tracks

come from the same primary vertex, the width of the di↵erence �d0 ⌘ d0(t�) + d0(t+) divided byp
2 is an estimate of the d0 resolution. In each �0 bin, the width of the �d0 distribution of selected

tracks, noted �68(�d0), is defined as half of the symmetric range around the median containing

68% of the �d0 distribution. When computing the width of �d0/
p
2 over the full �0 range, one

obtains a d0 resolution estimate of 14.2±0.1 (stat)µm in data and 12.5±0.1 (stat)µm in simulation.

The tracks are selected in a data sample collected in May 2019 (run list: 3689, 3714, 3715, 3718,

3719); in particular, it is requested that the tracks are detected by the PXD, the SVD and the

CDC, and that they belong to two-track events. The same selection is applied to simulated tracks

from a sample of generated Bhabha scattering events with e+e� in the final state.

3

FIG. 2: In each �0 bin, the width of the d0 distribution of selected tracks, noted �68(d0), is defined
as half of the symmetric range around the median containing 68% of the d0 distribution. A beam

profile is drawn in gray; it corresponds to the function

q
(sin�0 · �x)2 + (cos�0 · �y)2 computed

with �x = 14.8µm and �y = 1.5µm (set values in simulation). The fact that the measured points

are above the gray curve comes from the finite resolution of the detector. The tracks are selected

in a data sample collected in May 2019 (run list: 3689, 3714, 3715, 3718, 3719); in particular, it is

requested that the tracks are detected by the PXD, the SVD and the CDC, and that they belong

to two-track events. The same selection is applied to simulated tracks from a sample of generated

Bhabha scattering events with e+e� in the final state.

2

‣ Phase 3 vertex detectors make it possible to  
accurately measure the interaction region. 

‣ Vertex fit of 2-track events (~Bhabha) selecting 
"good" tracks with PXD, SVD and CDC hits. 

‣ 14.1±0.1(stat) µm resolution (x2 better than Belle)
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‣ Phase 3 vertex detectors make it possible to  
accurately measure the interaction region. 

‣ Vertex fit of 2-track events (~Bhabha) selecting 
"good" tracks with PXD, SVD and CDC hits. 

‣ 14.1±0.1(stat) µm resolution (x2 better than Belle)

Vertex resolution
• Vertex fit of 2-track events (~Bhabha) 

selecting "good" tracks with PXD, SVD and 
CDC hits 

• 14.1±0.1 (stat) μm resolution  
(×2 better than Belle)
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The measurement requires the reconstruction of two vertices: 
1. D0 decay vertex from K and π daughters 
2. D0 production vertex, from the crossing of πs ‘s and D0’s reconstructed momentum 

• D* decays immediately, in the luminous region or beam spot. Constraining the D* to decay in the beam spot 
would significantly improve the resolution on proper time

Gaetano de Marino 3/182019/06/18

Goal: to measure the D0 lifetime using the channel 

D*+→[D0→K-π+]π+  

with the dataset collected until first reprocessing (proc9, 
data until end of May/early June: ~3.5 fb-1, including ~800 
pb-1 of off-resonance data). This measurement is an 
important  test of the Belle II vertexing  performance. 

INFN and 
University  
of 
Pisa

Introduction

Once the whole decay chain has been reconstructed, the decay length of the 
D0 is obtained as: 

40  µ
m

ldec = (rdecay − rproduction) ⋅ p̂D

τ = mDldec /cpD .

and then translated into the proper time:

Note: Figure not in scale

(Ichiro Adachi, Run Coordinator Report 2019.06.03)

parameter extracted value

N1
sig (81± 6) · 10

µ1 (fs) 31± 16
�1 (fs) 127± 15
N2

sig (10± 5) · 10
µ2 (ps) (0.48± 0.17)
�2 (ps) (0.73± 0.13)
⌧ (fs) (370± 40)

TABLE II: Parameters extracted from the unbinned maximum likelihood fit to the reconstructed
proper time distribution.

FIG. 2: Fit to the reconstructed proper time for D0 candidates belonging to the signal region
5.346 < Q(MeV/c2) < 6.353 and 1.848 < M(GeV/c2) < 1.879. The model function is defined in
(2) and the value of the parameters extracted from the fit are reported in Table II.

The proper time distribution is fitted with two Gaussian contributions both convolved
with the exponential:

TPDF (t) = N1
sig ⇥Gauss(t|µ1, �1) ⇤ Exp(t|⌧) +N2

sig ⇥Gauss(t|µ2, �2) ⇤ Exp(t|⌧) ; (2)

the choice is due to considerations on background composition, entirely related to mis-
reconstructed D0s (cc̄ background).
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D0 Lifetime Measurement

I. LIST OF APPROVED PLOTS

• Figure 1

• Figure 2

Details of the analysis procedure are described in BELLE2-NOTE-PH-2019-038.
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FIG. 1: Fit to the reconstructed mass of D0 candidates from the decay chain D⇤± ! (D0 !
K⌥⇡±)⇡± with 5.346 < Q(MeV/c2) < 6.353. The red shaded region represents the signal candi-
dates, while the blue region represents the background candidates. The model function is defined
in (1) and the values of the parameters extracted from the fit are reported in Table I.

The mass distribution is fitted with a Gaussian (signal) plus a first-order polynomial
(background):

MPDF (m) = Nsig ⇥Gauss(m|µ, �) +Nbkg ⇥ pol1(m|c0, c1). (1)

1

‣ Powerful test of Belle II vertex fitting performance 

‣ TreeFitter algorithm for full decay chain fitting (arXiv:1901.11198) 

‣ Direct extraction of long lived particles lifetimes 

‣ D* (short lived) constrained to measured beam spot region 

‣ τ(D0) = 370 ± 40 fs using limited data (May/early June)
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• Powerful test of Belle II vertex fitting performance 

• TreeFitter algorithm for full decay chain fitting (arXiv:1901.11198) 

• D*(shortlived) constrained to beam spot region 

• τ(D0) = (370±40) fs

The measurement requires the reconstruction of two vertices: 
1. D0 decay vertex from K and π daughters 
2. D0 production vertex, from the crossing of πs ‘s and D0’s reconstructed momentum 

• D* decays immediately, in the luminous region or beam spot. Constraining the D* to decay in the beam spot 
would significantly improve the resolution on proper time

Gaetano de Marino 3/182019/06/18

Goal: to measure the D0 lifetime using the channel 

D*+→[D0→K-π+]π+  

with the dataset collected until first reprocessing (proc9, 
data until end of May/early June: ~3.5 fb-1, including ~800 
pb-1 of off-resonance data). This measurement is an 
important  test of the Belle II vertexing  performance. 
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Once the whole decay chain has been reconstructed, the decay length of the 
D0 is obtained as: 

40  µ
m

ldec = (rdecay − rproduction) ⋅ p̂D

τ = mDldec /cpD .

and then translated into the proper time:

Note: Figure not in scale

(Ichiro Adachi, Run Coordinator Report 2019.06.03)

parameter extracted value

N1
sig (81± 6) · 10

µ1 (fs) 31± 16
�1 (fs) 127± 15
N2

sig (10± 5) · 10
µ2 (ps) (0.48± 0.17)
�2 (ps) (0.73± 0.13)
⌧ (fs) (370± 40)

TABLE II: Parameters extracted from the unbinned maximum likelihood fit to the reconstructed
proper time distribution.

FIG. 2: Fit to the reconstructed proper time for D0 candidates belonging to the signal region
5.346 < Q(MeV/c2) < 6.353 and 1.848 < M(GeV/c2) < 1.879. The model function is defined in
(2) and the value of the parameters extracted from the fit are reported in Table II.

The proper time distribution is fitted with two Gaussian contributions both convolved
with the exponential:

TPDF (t) = N1
sig ⇥Gauss(t|µ1, �1) ⇤ Exp(t|⌧) +N2

sig ⇥Gauss(t|µ2, �2) ⇤ Exp(t|⌧) ; (2)

the choice is due to considerations on background composition, entirely related to mis-
reconstructed D0s (cc̄ background).
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• Figure 1

• Figure 2

Details of the analysis procedure are described in BELLE2-NOTE-PH-2019-038.
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FIG. 1: Fit to the reconstructed mass of D0 candidates from the decay chain D⇤± ! (D0 !
K⌥⇡±)⇡± with 5.346 < Q(MeV/c2) < 6.353. The red shaded region represents the signal candi-
dates, while the blue region represents the background candidates. The model function is defined
in (1) and the values of the parameters extracted from the fit are reported in Table I.
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‣ TreeFitter algorithm for full decay chain fitting (arXiv:1901.11198) 

‣ Direct extraction of long lived particles lifetimes 

‣ D* (short lived) constrained to measured beam spot region 

‣ τ(D0) = 370 ± 40 fs using limited data (May/early June)



 First results from Belle II  (Torben Ferber)
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TABLE II: Parameters extracted from the unbinned maximum likelihood fit to the reconstructed
proper time distribution.

FIG. 2: Fit to the reconstructed proper time for D0 candidates belonging to the signal region
5.346 < Q(MeV/c2) < 6.353 and 1.848 < M(GeV/c2) < 1.879. The model function is defined in
(2) and the value of the parameters extracted from the fit are reported in Table II.
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FIG. 1: Fit to the reconstructed mass of D0 candidates from the decay chain D⇤± ! (D0 !
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in (1) and the values of the parameters extracted from the fit are reported in Table I.

The mass distribution is fitted with a Gaussian (signal) plus a first-order polynomial
(background):

MPDF (m) = Nsig ⇥Gauss(m|µ, �) +Nbkg ⇥ pol1(m|c0, c1). (1)
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‣ Powerful test of Belle II vertex fitting performance 

‣ TreeFitter algorithm for full decay chain fitting (arXiv:1901.11198) 

‣ Direct extraction of long lived particles lifetimes 

‣ D* (short lived) constrained to measured beam spot region 

‣ τ(D0) = 370 ± 40 fs using limited data (May/early June)
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Hadron Identification: Kaons and pions
• CDC, TOP (barrel) and ARICH (endcap) 

• Select D*→ D0(Kπ) πs 

• Tag (Kπ) charge via slow pion charge 

 5. K-EFFICIENCY AND ⇡-MIS-ID RATE IN MOMENTUM/POLAR ANGLE
BINS
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FIG. 4: Kaon e�ciency and pion mis-ID rate for the PID criterion RK/⇡ > 0.5 using the
decay D⇤+ ! D0[K�⇡+]⇡+ in the bins of laboratory frame momentum of the tracks.
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FIG. 5: Kaon e�ciency and pion mis-ID rate for the PID criterion RK/⇡ > 0.5 using the
decay D⇤+ ! D0[K�⇡+]⇡+ in the bins of polar angle (laboratory frame) of the tracks.
Note that the acceptance regions of CDC, TOP and ARICH in polar angle (cos ✓) are

[�0.87, 0.96], [�0.48, 0.82], and [0.87, 0.97], respectively.
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FIG. 2: K-e�ciencies and ⇡-mis-ID rates are calculated for di↵erent PID criteria using the
decay D⇤+ ! D0[K�⇡+]⇡+.
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Lepton Identification: Muons and electrons
• Mostly ECL (calorimeter) and KLM (muon system

2.95 3 3.05 3.1 3.15 3.2
0

100

200

300

400

500

600

)2
C

an
di

da
te

s 
/ (

5 
M

eV
/c

2.95 3 3.05 3.1 3.15 3.2

)2) (GeV/c-µ+µM(

3−
2−
1−
0
1
2
3

Pu
ll

Belle II 2019 Preliminary
-1 L dt = 2.62 fb∫

 56± = 2186 sigN

FIG. 2: The dimuon invariant mass of J/ ! µ+µ� candidates for an integrated luminosity of
2.62 fb�1 using the same environment and track selection as Fig. 1, but with muonID > 0.95 for
each muon candidate.
A Gaussian function summed with a Bifurcated Gaussian is used to model the signal and a first
order polynomial is used to model the background.
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FIG. 3: The dielectron invariant mass of J/ ! e�e� candidates for an integrated luminosity of 2.62
fb�1 using the same environment and track selection as the Fig. 1, but with further selection criteria
applied to J/ candidates in BB events. The momentum of the reconstructed J/ candidate in
the ⌥ (4S) frame is required to be below 2.0 GeV/c and the ratio between the (event-based) second-
order and zeroth-order Fox-Wolfram moment, R2, is below 0.4.
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FIG. 4: The dimuon invariant mass of J/ ! µ+µ� candidates for an integrated luminosity of
2.62 fb�1 using the same environment and track selection as Fig. 2, with extra selection criteria
applied to isolate J/ candidates in BB events, listed in Fig. 3.
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Neutral reconstruction
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FIG. 1: Invariant mass of �� for data phase III. The functions superimposed are the result of a
binned ML fit to the data using as signal a Crystal Ball plus a Gauss (with the same mean) and
a first order polynomial for background. A clear peak for the decay ⇡0 ! �� is visible. Data
corresponds to an integrated luminosity of 2.62 fb�1 (proc9 hadron skim). The selection criteria
are E� > 120MeV, E9/E21 > 0.9, Nhits > 1.5.
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of 2.62 fb�1 (prod9 hadron skim). Selection criteria used are E� > 400MeV, E9/E21 > 0.9,
Nhits > 1.5.
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FIG. 1: R2 distribution for ⌥ (4S) data and o↵-resonance data. The event selection requires at least
three tracks and two clusters in the event, with transverse momentum greater than 100 MeV/c
and cluster energy greater than 100 MeV, respectively. Additional requirements on tracks, clusters
and event variables are described in detail in the note BELLE2-NOTE-PH-2019-025. The overall
selection e�ciency on the BB sample is 98.8%. The o↵-resonance contribution is normalized to
the luminosity of the on-peak data.
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BELLE2-NOTE-PL-2019-017

Page 23

We are running at the Y(4S)

| Status of Belle II | S Cunliffe, 01.10.2019

● B decays are relatively spherical.

● Light qq is thrusty.

● Monitor the ratio of Fox-Wolfram 

moments:

BELLE2-NOTE-PL-2019-017

B-counting

BB̄: R2 → 0 light quarks: R2 → 1
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Full event interpretation (FEI)

FIG. 4: Comparison of the missing mass squared, m2
miss, and centre of mass (CoM) momentum,

p⇤e, distributions in data to the shape expected from Monte Carlo simulation for B+
tage

� (top) and
B0

tage
� (bottom) combinations. Here a signal-side electron has been selected after reconstructing

a tag-side B meson hadronically with the Full Event Interpretation. Selections on the electron
include p⇤e > 0.6 GeV/c and electronID > 0.85. Selections on the tag-side B meson include an
asymmetric selection on the beam energy di↵erence to lie in the region �0.15 < �E < 0.1 GeV,
a selection of mbc > 5.27 GeV/c2, P > 0.01 and a loose selection on the cosine of the thrust axis
between particles in the B system and those in its rest of event to be less than 0.95 to suppress
continuum. Finally best candidate selections are made on both the tag-side B meson classifier P
and p⇤e, which select the highest value candidates in these variables. The missing mass squared is
computed in the CoM frame using the rest of event of the Be combination according to the following
expression: m2

miss = (p⇤ee+ � p⇤Btag
� p⇤e � p⇤RoE)

2. Tracks and clusters in the rest of the event were
subject to basic clean up selection on cluster energies and track momenta and impact parameters.
The normalisation of Monte Carlo is scaled to data making this purely a shape comparison.

5

1. PLOTS FOR APPROVAL

FIG. 1: Comparison of the distribution of logP in early phase III data to the shape expectation from
simulation. Here logP is the logarithm of the tag-side B+ meson classifier output, P. Simulated
Monte Carlo data here is scaled to the normalisation of the data making this purely a shape
comparison. Two cuts choices are illustrated, which correspond to cuts of P > 0.1 and P > 0.5.
Selections on P can be used to remove background from incorrectly reconstructed tag-side B
mesons. Additional selections include an asymmetric selection on the beam energy di↵erence to
lie in the region �0.15 < �E < 0.1 GeV and a loose selection on the cosine of the thrust axis
between particles in the B system and those in its rest of event to be less than 0.95 to suppress
continuum. In addition, a best candidate candidate selection is made selecting the reconstructed B
meson tag-side candidate in each event with the highest P. At lower values of logP there appears
to be a discrepancy between the shape of the distribution from simulation to that in data. This is
likely due to the fact that at a lower signal probability one has an abundance of decay modes with
lower purity, which gives more room for mismodelling the P for a given mode. In addition, it is
expected that the shape of this variable for continuum is not perfectly modelled.

2

FIG. 2: Fits to the beam constrained mass, mbc, distribution of reconstructed B+ (top) and B0

(bottom) tag-side B mesons in data. Here correctly reconstructed signal is modelled with a Cystal
Ball and mis-reconstructed B mesons and continuum are modelled with an argus shape. While
the mean and sigma paramters of the Crystal Ball are free to float, the tail parameters are fixed
based on fits to correctly reconstructed tag-side candidates in simulation. Two choices of selection
are employed on the B meson classifier output, P, a looser selection of P > 0.1 (left) and a tighter
selection of P > 0.5 (right). The corresponding yields of correctly reconstructed B+ or B0 mesons
are displayed on each plot. Additional selections include an asymmetric selection on the beam
energy di↵erence to lie in the region �0.15 < �E < 0.1 GeV and a loose selection on the cosine
of the thrust axis between particles in the B system and those in its rest of event to be less than
0.95 to suppress continuum. In addition, a best candidate candidate selection is made selecting
the reconstructed B meson tag-side candidate in each event with the highest P.
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B0→ Xeν 

2 FEI

⌥(4S)
Btag Bsig

⌫⌧

µ
+

⌫µ
⌫⌧

signal-sidetag-side

Fig. 1: Schematic overview of a ⌥(4S) decay: (Left)
a common tag-side decay B�

tag ! D0(! K0
S(!

⇡�⇡+)⇡�⇡+)⇡� and (right) a typical signal-side-decay
B+

sig ! ⌧+(! µ+⌫µ⌫⌧ )⌫⌧ . The two sides overlap spa-
tially in the detector, therefore the assignment of a mea-
sured track to one of the sides is not known a priori.

The measurement of the branching fraction of rare
decays like B ! ⌧ ⌫, B ! K⌫⌫ or B ! `⌫� , with un-
detectable neutrinos in their final states, is challenging.
However, the second B meson in each event can be used
to constrain the allowed decay chains. This general idea
is known as tagging. Conceptually, each ⌥(4S) event
is divided into two sides: The signal-side containing the
tracks and clusters compatible with the assumed signal
Bsig decay the physicist is interested in, e.g. a rare decay
like B ! ⌧ ⌫; and the tag-side containing the remaining
tracks and clusters compatible with an arbitrary Btag

meson decay. Figure 1 depicts this situation.
The initial four-momentum of the produced ⌥(4S)

resonance is precisely known and no additional parti-
cles are produced in this primary interaction. There-
fore, because of the relevant quantum numbers conser-
vation, knowledge about the properties of the tag-side
Btag meson allows one to recover information about the
signal-side Bsig meson which would otherwise be inac-
cessible. Most importantly, all reconstructed tracks and
clusters which are not assigned to the Btag mesons must
be compatible with the signal-decay of interest.

Ideally, a full reconstruction of the entire event
has to take all reconstructed tracks and clusters into
account to attain a correct interpretation of the mea-
sured data. The Full Event Interpretation (FEI)
algorithm presented in this article is a new exclusive
tagging algorithm developed for the Belle II experi-
ment, embedded in the Belle II Analysis Software Frame-
work (basf2) [2]. The FEI automatically constructs plau-
sible Btag meson decay chains compatible with the ob-
served tracks and clusters, and calculates for each decay
chain the probability of it correctly describing the true
process using gradient-boosted decision trees. “Exclu-
sive” refers to the reconstruction of a particle (here the
Btag) assuming an explicit decay channel.

Consequently, exclusive tagging reconstructs the Btag

independently of the Bsig using either hadronic or
semileptonic B meson decay channels. The decay chain
of the Btag is explicitly reconstructed and therefore the
assignment of tracks and clusters to the tag-side and
signal-side is known.

In the case of a measurement of an exclusive branch-
ing fraction like Bsig ! ⌧ ⌫⌧ , the entire decay chain of
the ⌥(4S) is known. As a consequence, all tracks and
clusters measured by the detector should be already ac-
counted for. In particular, the requirement of no addi-
tional tracks, besides the ones used for the reconstruc-
tion of the ⌥(4S), is an extremely powerful and effi-
cient way to remove most reducible1 backgrounds. This
requirement is called the completeness constraint
throughout this text.

In the case of a measurement of an inclusive branch-
ing fraction like Bsig ! Xu`⌫, all remaining tracks and
clusters, besides the ones used for the lepton ` and the
Btag meson, are identified with the Xu system. Hence,
the branching fraction can be determined without ex-
plicitly assuming a decay chain for the Xu system.

The performance of an exclusive tagging algorithm
depends on the tagging efficiency (i.e. the fraction of
⌥(4S) events which can be tagged), the tag-side effi-
ciency (i.e. the fraction of ⌥(4S) events with a correct
tag) and on the quality of the recovered information,
which determines the tag-side purity (i.e. the frac-
tion of the tagged ⌥(4S) events with a correct tag) of
the tagged events.

The exclusive tag typically provides a pure sample
(i.e. purities up to 90% are possible). But this approach
suffers from a low tag-side efficiency, just a few percent,
since only a tiny fraction of the B decays can be explic-
itly reconstructed due to the large amount of possible
decay channels and their high multiplicity. The imper-
fect reconstruction efficiency of tracks and clusters fur-
ther degrades the efficiency.

Both the quality of the recovered information and
the systematic uncertainties depend on the decay chan-
nel of the Btag, therefore we distinguish further between
hadronic and semileptonic exclusive tagging.

Hadronic tagging considers only hadronic B de-
cay chains for the tag-side [3, Section 7.4.1]. Hence,
the four-momentum of the Btag is well-known and the
tagged sample is very pure. A typical hadronic B de-
cay has a branching fraction of O(10�3). As a conse-
quence, hadronic tagging suffers from a low tag-side
efficiency and can only be applied to a tiny fraction
of the recorded events. Large combinatorics of high-

1
Reducible background has distinct final-state products

from the signal.
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Physics with O(10fb-1)
• B→ Xℓν, B→D*ℓν, semi-leptonic FEI 

• Rediscovery of B→η’KS, ΦKS, J/ΨKL 

• Rediscovery of time-dependent CP asymmetry  
in B→ J/ΨKS 

• Rediscovery of Φ3 “golden modes”: B→Ds*D and B→ 
Ds*π0 

• Rediscovery of B→ hh’ and charm-less three body 
decays 

• Rediscovery of  X(3872) 

• Branching fractions in  τ decays and measurement of the 
τ mass 

• Z’→Invisible with more data (and smaller systematics)
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FIG. 4: |�t| dependent fraction of unmixed events for the on-resonance data M2
⌫ > �3 GeV2 signal

enriched region. Good agreement is seen between the data and the expectations, proving that the
physics capabilities of the Belle II detector are su�cient to observe the expected pattern of B0B0

oscillations.

5

B0→D*-ℓ+ν
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Outlook.
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Physics with O(200fb-1)
• Exclusive Vub via B→πℓν, Vcb via B→D*ℓν 

• Rediscovery b→sℓℓ and inclusive b→sγ 

• Time-dependent CP Asymmetry in B→ J/ΨK 

• Rediscovery B→π0π0 

• Charged Z-States, ϒ(nS) via ISR  

• τ→hων and search for BSM, e.g τ→ℓα 

• Search for Long-lived particles (LLPs) 

• Search for invisible Dark Photons and invisible ALPs
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Search for inelastic Dark Matter (iDM)

•

• Search for heavy DM χ2 decaying into light DM 
χ1 via Dark Photon mediator (5 free parameters) 

• Single photon state if χ2 long lived or 
fermion pair is low mass 

• Displaced e+e- vertex otherwise 

• Kinematically forbidden in direct-detection 
searches 

• Background from photon conversions 

• Displaced vertex trigger needed for highest 
masses

arXiv:1911.03176, to appear in JHEP
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Search for inelastic Dark Matter (iDM)
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Search for inelastic Dark Matter (iDM) Belle II reach (50ab-1)
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Summary
• Belle II established nano-beam scheme in 2019 and takes physics runs with  

L > 1034 cm-2s-1 

• Detector performance generally as expected, but beam background levels 
are higher than expected 

• Long shutdown 2021 to install full PXD and replace TOP PMTs 

• Searches for the direct production of low-mass new particles are a priority for 
the early running period of Belle II 

• 10 fb-1 done. 49990 fb-1 to go.
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Backup.
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Inelastic DM 
LLPs in direct production

B→KΦ, Φ→ℓℓ 
LLPs in meson decays

B→KΦ, Φ→γγ 
LLPs in meson decays

ee→γa1→γa2a2→γγγγγ 
LLPs in ext. ALP sectors

Magnetic 
Monopoles

LLP ALPs
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version: 2019-01-28

47

Timeline

BaBar: ~0.5 ab-1 
Belle: ~1 ab-1

Belle II goal:  
50 ab-1

Installation of 
complete PXD

Replacement of 
TOP PMTs

RF Upgrade

?

Installation of 
more collimators
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