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Outline
✦LHC Performance: Three Machines in One

✦30,000 Feet Highlights:


๏ Standard Model Measurements

๏ Searches for New Physics


✦Conclusions: Quo Vadis?


✦ Disclaimer: these are highlights of just a few of a large number of CMS results, with 
clear personal bias: they tell a story, rather than simply make up a shopping list...


✦ For the full physics analysis landscape in CMS, please refer to:

๏ http://cms-results.web.cern.ch/cms-results/public-results/publications/

๏ http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/

index.html

✦ P.S. And just because I am the first LHC speaker, it doesn't mean that things I'll be 

describing are unique to CMS - in fact you will hear about many exciting results from 
ALICE, ATLAS, and LHCb later this week!

�2

http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/index.html
http://cms-results.web.cern.ch/cms-results/public-results/preliminary-results/index.html


The LHC  
Legacy 
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LHC Run 2 - Big Success
✦ 160/fb has been delivered by the LHC in Run 2 

(2015-2018), at a c.o.m. of 13 TeV, exceeding the 
integrated luminosity projections


✦ Over 140/fb of physics quality data recorded

✦ Thank you, LHC, for a spectacular run!
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Three Machines 
in One!
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The LHC Legacy
�6

✦ The LHC has figuratively replaced three machines in one go:

๏ Tevatron (Higgs, BSM searches, top physics, and precision EW 

measurements)

๏ BaBar/Belle B factories (precision B physics)

๏ RHIC (heavy-ion physics)


✦ The LHC experiments in general, and CMS in particular, are very 
successful in all these three areas


✦ Would not be possible without theoretical and 
phenomenological breakthroughs of the past decade:

๏ Higher-order calculations ("NLO revolution"), modern Monte Carlo 

generators, reduced and better estimated PDF uncertainties

✦ Since it's impossible to cover all the aspects of this impressive 

program in one talk, I’ll present a few highlights of recent CMS 
results in Higgs physics, SM physics, flavor physics, heavy-ion 
physics, and the discovery program, with the focus on the latter
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Challenge: Big Data
✦ The amount of data produced by CMS is truly enormous: 

over 10 PB/year

✦ It takes some time to fully calibrate and align the CMS 

detector, and then reconstruct the data with the best 
possible calibrations


✦ As a result, most of the results presented in these talk are 
based on 2016 data, with a few also including 2017 data


✦ First results on the full Run 2 dataset at 13 TeV will be 
available by the 2019 Moriond conferences (~2 months)

๏ Impressive, given that the 2018 run ended just 2 months ago!


✦ Overall, a very fast turn-around compared to earlier 
generations of HEP experiments!�7
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Publish or Perish!
✦ As of today, we have submitted 849 pairs based on collision data - 

over a hundred/year!

�8
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Challenge: Pileup
✦ Every event is nearly as busy as a heavy-ion event!

✦ Average number of simultaneous interactions per bunch 

crossing (pileup, PU) was 32 in the latest, 2018 run

๏ This exceeds the original LHC design PU number of 20


✦ Developed sophisticated tools to mitigate the effects of 
the PU: particle-flow reconstruction, MVA techniques
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Higgs Physics 
Highlights
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Higgs Factory
✦ LHC is the Higgs factory

✦ At 13 TeV, the production cross section for the Higgs 

boson, dominated by gluon-gluon fusion, is ~50 pb

๏ 8M Higgs bosons delivered by the LHC in Run 2!

๏ By now ATLAS and CMS could have accumulated as many 

Higgs bosons as four LEP experiments accumulated Z 
bosons


✦ But: triggering is a big challenge:

๏ Most of gg → H(bb) events were never put on tape, which 

is how half of the Higgs bosons are produced and decay

✦ Need to pursue aggressive triggering strategies and go 

for lower cross section production mechanisms to 
observe all possible Higgs boson decays and couplings

�11
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Standard Model Higgs Boson
✦ The properties of the SM Higgs boson are completely defined, once its mass is 

known

✦ Four production mechanisms: gluon fusion (ggF, a); vector boson fusion (VBF, 

b); associated production with a vector boson (VH, c) or a top quark pair (ttH, d)

✦ N.B. Tour de force state-of-the-art theoretical work in calculating cross sections

�12

48.58 pb 3.78 pb

2.30 pb 0.509 pb

N3LO (QCD) (!) 
+ NLO (EW)

NNLO (QCD)  
+ NLO (EW)

NNLO (QCD)  
+ NLO (EW) 
except for 
gg → ZH @  
NLO (QCD)

NNLO (QCD) 

LHC Higgs XS WG 
arXiv:1610.07922
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Higgs Boson Decays
✦ Decays circled in red have not been observed yet - 

13% of the "pie" is still missing!

�13

In this talk



Top/Bottom 
Yukawa 

Couplings
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Observation of ttH Production
✦ Last April, CMS reported first observation of ttH production


๏ Tour de force analysis, combining multiple channels (bb, ττ, γγ, 
multileptons), as well as 7, 8, and 13 TeV data


๏ 5.2σ (4.2σ) observed (expected) significance, benefiting from an 
excess seen in Run 1 data


๏ μ = σexp/σth = 1.26+0.31-0.26, in agreement with the SM

�15
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Figure 1: Best fit value of the ttH signal strength modifier µttH, with its 1 and 2 standard devia-
tion confidence intervals (s), for (upper section) the five individual decay channels considered,
(middle section) the combined result for 7+8 TeV alone and for 13 TeV alone, and (lower section)
the overall combined result. The Higgs boson mass is taken to be 125.09 GeV. For the H ! ZZ⇤

decay mode, µttH is constrained to be positive to prevent the corresponding event yield from
becoming negative. The SM expectation is shown as a dashed vertical line.

defined as the negative of twice the logarithm of the profile likelihood ratio [40]. Systematic
uncertainties are incorporated through the use of nuisance parameters treated according to
the frequentist paradigm. The ratio between the normalization of the ttH production process
and its SM expectation [33], defined as the signal strength modifier µttH, is a freely floating
parameter in the fit. The SM expectation is evaluated assuming the combined ATLAS and CMS
value for the mass of the Higgs boson, which is 125.09 GeV [41]. We consider the five Higgs
boson decay modes with the largest expected event yields, namely H ! WW⇤, ZZ⇤, gg, t+t�,
and bb. Other Higgs boson decay modes and production processes, including pp ! tH+X (or
tH + X), with X a light flavor quark or W boson, are treated as backgrounds and normalized
using the predicted SM cross sections, subject to the corresponding uncertainties.

The measured values of the five independent signal strength modifiers, corresponding to the
five decay channels considered, are shown in the upper section of Fig. 1 along with their 1
and 2 standard deviation confidence intervals obtained in the asymptotic approximation [42].
Numerical values are given in Table 1. The individual measurements are seen to be consistent
with each other within the uncertainties.

We also perform a combined fit, using a single signal strength modifier µttH, that simultane-
ously scales the ttH production cross sections of the five decay channels considered, with all
Higgs boson branching fractions fixed to their SM values [33]. Besides the five decay modes
considered, the signal normalizations for the Higgs boson decay modes to gluons, charm
quarks, and Zg, which are subleading and cannot be constrained with existing data, are scaled
by µttH. The results combining the decay modes at 7+8 TeV, and separately at 13 TeV, are shown
in the middle section of Fig. 1. The overall result, combining all decay modes and all CM en-
ergies, is shown in the lower section, with numerical values given in Table 1. The table also
includes a breakdown of the total uncertainties into their statistical and systematic compo-
nents. The overall result is µttH = 1.26 +0.31

�0.26, which agrees with the SM expectation µttH = 1

4
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Figure 2: The test statistic q, described in the text, as a function of µttH for all decay modes at
7+8 TeV and at 13 TeV, separately, and for all decay modes at all CM energies. The expected
SM result for the overall combination is also shown. The horizontal dashed lines indicate the
p-values for the background-only hypothesis obtained from the asymptotic distribution of q,
expressed in units of the number of standard deviations.

within 1 standard deviation.

Figure 2 shows the value of the test statistic q as a function of µttH, with µttH based on the com-
bination of decay modes described in the previous paragraph. The results are shown for the
combination of all decay modes at 7+8 TeV and at 13 TeV, separately, and for all decay modes at
all CM energies. To quantify the significance of the measured ttH yield, we compute the prob-
ability of the background-only hypothesis (p-value) as the tail integral of the test statistic using
the overall combination evaluated at µttH = 0 under the asymptotic approximation [43]. This
corresponds to a significance of 5.2 standard deviations for a one-tailed Gaussian distribution.
The expected significance for a SM Higgs boson with a mass of 125.09 GeV, evaluated through
use of an Asimov data set [43], is 4.2 standard deviations.

In summary, we have reported the observation of ttH production with a significance of 5.2 stan-
dard deviations above the background-only hypothesis, at a Higgs boson mass of 125.09 GeV.
The measured production rate is consistent with the standard model prediction within one
standard deviation. In addition to comprising the first observation of a new Higgs boson pro-
duction mechanism, this measurement establishes the tree-level coupling of the Higgs boson
to the top quark, and hence to an up-type quark.
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Observation of the H(bb) Decay
✦ Ironically, the dominant decay mode of the Higgs 

boson was the hardest to observe!

๏ Took ATLAS and CMS over 6 years to publish first 

observation of the H(bb) decay

✦ Despite the large branching fraction, the dominant 

production mode is swamped by overwhelming 
QCD background


✦ Until recently the only viable channels were VH

๏ But: there is a hope for observing H(bb) in ggF (see 

later) and even ttH(bb), as evident from the first ttH 
signal observation 

�16
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Observation of H(bb)
�17

7

Table 2: Expected and observed significances, in s, and observed signal strengths for the VH
production process with H ! bb. Results are shown separately for 2017 data, combined Run
2 (2016 and 2017) data, and for the combination of the Run 1 and Run 2 data sets. For the
2017 analysis, results are shown separately for the individual signal strengths for each channel
from a combined simultaneous fit to all channels. All results are obtained for mH = 125.09 GeV
combining statistical and systematic uncertainties.

Significance (s)
Data set Expected Observed Signal strength
2017

0-lepton 1.9 1.3 0.73 ± 0.65
1-lepton 1.8 2.6 1.32 ± 0.55
2-lepton 1.9 1.9 1.05 ± 0.59
Combined 3.1 3.3 1.08 ± 0.34

Run 2 4.2 4.4 1.06 ± 0.26

Run 1 + Run 2 4.9 4.8 1.01 ± 0.22
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Figure 2: Dijet invariant mass distribution for events weighted by S/(S + B) in all channels
combined in the 2016 and 2017 data sets. Weights are derived from a fit to the m(jj) distribu-
tion, as described in the text. Shown are data (points) and the fitted VH signal (red) and VZ
background (grey) distributions, with all other fitted background processes subtracted. The er-
ror bar for each bin represents the pre-subtraction 1s statistical uncertainty on the data, while
the grey hatching indicates the 1s total uncertainty on the signal and all background compo-
nents.

A combination of CMS measurements of the H ! bb decay is performed, including dedicated
analyses for the following production processes: VH (reported above), gluon fusion [38], vec-
tor boson fusion [44], and associated production with top quarks [30, 41, 42]. These analyses
use data collected at 7, 8 and 13 TeV, depending on the process. In this fit, most sources of

8

systematic uncertainty are treated as uncorrelated. The dominant jet energy scale uncertainties
are treated as correlated between processes at the same collision energy, while the theory un-
certainties are correlated between all processes and data sets. The observed (expected) signal
significance is 5.6 (5.5)s, and the measured signal strength is µ = 1.04 ± 0.20. In addition to
the overall signal strength for the H ! bb decay, the signal strengths for the individual pro-
duction processes are also determined in this combination, where contributions from a single
production process to multiple channels are properly accounted for in the fit. All results are
summarized in Fig. 3.

µBest fit 
0 1 2 3 4 5 6 7 8 9

Combined

ZH
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ttH

VBF

ggF
stat      syst

 0.14± 0.14 ±1.04 

 0.16± 0.24 ±0.88 
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CMS
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bb→H

Observed
 syst)⊕ (stat σ1±

 (syst)σ1±

Figure 3: Best-fit value of the H ! bb signal strength with its 1s systematic (red) and total
(blue) uncertainties for the five individual production modes considered, as well as the overall
combined result. The vertical dashed line indicates the standard model expectation. All results
are extracted from a single fit combining all input analyses, with mH = 125.09 GeV.

In summary, measurement of the standard model Higgs boson decaying to bottom quarks
has been presented. A combination of all CMS measurements of the VH, H ! bb process
using proton-proton collisions recorded at center of mass energies of 7, 8, and 13 TeV, yields an
observed (expected) significance of 4.8 (4.9) standard deviations at mH = 125.09 GeV, and the
signal strength is µ = 1.01 ± 0.22. Combining this result with previous measurements by the
CMS Collaboration of the H ! bb decay in events where the Higgs boson is produced through
gluon fusion, vector boson fusion, or in association with top quarks, the observed (expected)
significance increases to 5.6 (5.5) standard deviations and the signal strength is µ = 1.04 ± 0.20.
This constitutes the observation of the H ! bb decay by the CMS Collaboration.
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Figure 1: Left: distributions of signal, background, and data event yields sorted into bins of
similar signal-to-background ratio, as given by the result of the fit to their corresponding mul-
tivariate discriminant. All events in the VH, H ! bb signal regions of the combined Run 1
and Run 2 data sets are included. The red histogram indicates the Higgs boson signal con-
tribution, while the grey histogram is the sum of all background yields. The bottom panel
shows the ratio of the data to the background, with the total uncertainty in the background
yield indicated by the grey hatching. The red line indicates the sum of signal plus background
contribution divided by the background yield. Right: best-fit value of the signal strength µ, at
mH = 125.09 GeV, for the fit of all VH, H ! bb channels in the Run 1 and Run 2 data sets. Also
shown are the individual results of the 2016 and 2017 measurements, the Run 2 combination,
and the Run 1 result. Horizontal error bars indicate the 1s systematic (red) and 1s total (blue)
uncertainties, and the vertical dashed line indicates the SM expectation.

The combination yields an observed signal significance of 4.8s, where 4.9s is expected. The
measured signal strength is µ = 1.01 ± 0.22 [0.17 (stat) ± 0.09 (exp)± 0.06 (MC)± 0.08 (theo)],
where the decomposition of the total uncertainty into its components is specified in brackets
following the definitions in Table 1. Figure 1 (left) shows the distribution of events in all chan-
nels sorted according to the observed value of log10 (S/B) for the combined Run 1 and Run
2 data sets, where signal S and background B yields are determined from the corresponding
discriminant score used in each analysis (DNNs for the 2017 data set, boosted decision trees for
all other data sets). Figure 1 (right) summarizes the signal strengths for VH production, with
H ! bb, separately for the different data sets and the combination, while Table 2 summarizes
the significances, also including a breakdown of the 2017 results separated by channel.

An alternative to fitting the DNN score is to fit the m(jj) distribution, which results in less sen-
sitivity but enables a more direct visualization of the Higgs boson signal. As in the VZ analysis,
the signal region is defined to be in the interval [60, 160]GeV in m(jj). This study is performed
only with the 2016 and 2017 data sets, in which events are categorized into four bins of in-
creasing signal-to-background ratio according to the score of their corresponding discriminant,
obtained with those input variables correlated with m(jj) fixed to their mean values. The result-
ing four m(jj) distributions in each data set are fit together with the same distributions used in
the control regions, described above, to extract signal and background yields. The fitted m(jj)
distributions are combined and weighted by S/(S + B), where S and B are computed from
the Higgs boson signal yield and the sum of all background yields for each category consid-
ering their fitted normalizations, respectively. The resulting combined m(jj) distribution, after
background subtraction, is shown in Fig. 2, where the VH and VZ contributions are separately

2016

2012

2011

2017

CMS arXiv:1808.08242

✦ Another tour-de-force analysis, using multiple event categories 
and MVA techniques, as well as advanced b tagging 
algorithms

๏ Includes 2011, 2012, 2016, and 2017 data sets

๏ The signal is evident in the b-tagged dijet mass distribution, 

weighted by the S/(S+B) ratio

✦ Observed (expected) significance: 5.6σ (5.5σ)

✦ µ = 1.04 ± 0.20
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Towards ggF H(bb)
✦ Novel idea based on significant recent progress in the jet 

substructure techniques, allowing to reconstruct Lorentz-
boosted Higgs bosons via a single, large-radius jet with the 
mass consistent with that of the Higgs boson


✦ Since jet mass generally depends on jet pT (due to Sudakov 
double-logs, cf., e.g., "Sudakov Peak"), need to additionally 
decorrelate jet substructure variables from jet pT


✦ Turns out that QCD backgrounds for high-mass large-radius 
jets are actually smaller than for the resolved topology, 
which provides a powerful method to look for low-mass 
resonances, e.g., the Higgs boson


✦ Additional use of b tagging techniques to see whether the 
jet is consistent with originating from a pair of b quarks, 
allow to maximize the sensitivity of this search�18
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5

A binned maximum likelihood fit to the observed mSD distributions in the range 40 to 201 GeV
with 7 GeV bin width is performed using the sum of the H(bb), W, Z, tt, and QCD multijet
contributions. The fit is done simultaneously in the passing and failing regions of the six pT
categories within 450 < pT < 1000 GeV, and in the tt-enriched control region. The production
cross sections relative to the SM cross sections (signal strengths) for the Higgs and the Z bosons,
µH and µZ, respectively, are extracted from the fit. Figure 1 shows the mSD distributions in data
for the passing and failing regions with measured SM background and H(bb) contributions.
Contributions from W and Z boson production are clearly visible in the data.

 (GeV)PUPPI
SDm

Ev
en

ts
 / 

7 
G

eV

0

100

200

300

400

500

310×

W
Z
tt

Multijet
Total background

)bH(b
Data

 (13 TeV)-135.9 fb

CMS  < 1000 GeV
T

450 < p
double-b tagger
failing region

 (GeV)SD m
40 60 80 100 120 140 160 180 200

D
at

a
σ

t t−
 m

ul
tij

et
 

−
D

at
a 

 

0
20
40
60

 (GeV)PUPPI
SDm

Ev
en

ts
 / 

7 
G

eV

0

1000

2000

3000

4000

5000

6000

7000

8000
W
Z
tt

Multijet
Total background

)bH(b
Data

 (13 TeV)-135.9 fb

CMS  < 1000 GeV
T

450 < p
double-b tagger
passing region

 (GeV)SD m
40 60 80 100 120 140 160 180 200

D
at

a
σ

t t−
 m

ul
tij

et
 

−
D

at
a 

 

5−
0
5

10

Figure 1: The mSD distributions in data for the failing (left) and passing (right) regions and
combined pT categories. The QCD multijet background in the passing region is predicted using
the failing region and the pass-fail ratio Rp/f. The features at 166 and 180 GeV in the mSD
distribution are due to the kinematic selection on r, which affects each pT category differently.
In the bottom panel, the ratio of the data to its statistical uncertainty, after subtracting the
nonresonant backgrounds, is shown.

The measured Z boson signal strength is µZ = 0.78 ± 0.14 (stat)+0.19
�0.13 (syst), which corresponds

to an observed significance of 5.1 standard deviations (s) with 5.8s expected. This consti-
tutes the first observation of the Z boson signal in the single-jet topology [65] and validates
the substructure and b tagging techniques for the Higgs boson search in the same topology.
The measured cross section for the Z+jets process for jet pT > 450 GeV and |h| < 2.5 is
0.85 ± 0.16 (stat)+0.20

�0.14 (syst) pb, which is consistent within uncertainties with the SM produc-
tion cross section of 1.09 ± 0.11 pb [30]. Likewise, the measured Higgs boson signal strength
is µH = 2.3 ± 1.5 (stat)+1.0

�0.4 (syst) and includes the corrections to the Higgs boson pT spectrum
described earlier. The corresponding observed (expected) upper limit on the Higgs boson sig-
nal strength at a 95% confidence level is 5.8 (3.3), while the observed (expected) significance
is 1.5s (0.7s). The observed µH implies a measured ggF cross section times H(bb) branching
fraction for jet pT > 450 GeV and |h| < 2.5 of 74± 48 (stat)+17

�10 (syst) fb, assuming the SM values
for the ratios of the different H(bb) production modes. This measurement is consistent within
uncertainties with the SM ggF cross section times H(bb) branching fraction of 31.7 ± 9.5 fb.

Table 2 summarizes the measured signal strengths and significances for the Higgs and Z boson
processes. In particular, they are also reported for the case in which no corrections to the Higgs
boson pT spectrum are applied. Figure 2 shows the profile likelihood test statistic scan in data
as function of the Higgs and Z boson signal strengths (µH, µZ).

H(bb) in Boosted Channel
✦ First results are very promising: achieved ~1σ sensitivity w/ 2016 data 

alone

๏ Finalizing the analysis on a full Run 2 data set now


✦ Ultimately would like to probe the H(gg) decay, which can't be seen 
otherwise at a hadron collider

�19
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Figure 2: Profile likelihood test statistic �2D logL scan in data as a function of the Higgs and
Z bosons signal strengths (µH, µZ).

Table 2: Fitted signal strength, expected and observed significance of the Higgs and Z boson
signal. The 95% confidence level upper limit (UL) on the Higgs boson signal strength is also
listed.

H H no pT corr. Z
Observed signal strength 2.3+1.8

�1.6 3.2+2.2
�2.0 0.78+0.23

�0.19
Expected UL signal strength < 3.3 < 4.1 —
Observed UL signal strength < 5.8 < 7.2 —
Expected significance 0.7s 0.5s 5.8s
Observed significance 1.5s 1.6s 5.1s

In summary, an inclusive search for the standard model Higgs boson with pT > 450 GeV
decaying to bottom quark-antiquark pairs and reconstructed as a single, large-radius jet is
presented. The Z+jets process is observed for the first time in the single-jet topology with
a significance of 5.1s. The Higgs production is measured with an observed (expected) sig-
nificance of 1.5s (0.7s) when including Higgs boson pT spectrum corrections accounting for
higher-order and finite top quark mass effects. The measured cross section times branching
fraction for the gluon fusion H(bb) production for reconstructed pT > 450 GeV and |h| < 2.5 is
74 ± 48 (stat)+17

�10 (syst) fb, which is consistent with the SM prediction within uncertainties.
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Light-by-Light Scattering
�21

1

1 Introduction
Elastic light-by-light (LbL) scattering, gg ! gg, is a pure quantum mechanical process that
proceeds, at leading order in the quantum electrodynamics (QED) coupling a, via virtual box
diagrams containing charged particles (Fig. 1, left). In the standard model (SM), the box di-
agram involves contributions from charged fermions (leptons and quarks) and the W± bo-
son. Although LbL scattering via an electron loop has been indirectly tested through the high-
precision measurements of the anomalous magnetic moment of the electron [1] and muon [2],
its direct observation in the laboratory remains elusive because of a very suppressed produc-
tion cross section proportional to a4 ⇡ 3 ⇥ 10�9. Out of the two closely-related processes—
photon scattering in the Coulomb field of a nucleus (Delbrück scattering) [3] and photon split-
ting in a strong magnetic field (“vacuum birefringence”) [4, 5]—only the former has been
clearly observed [6]. However, as demonstrated in Ref. [7], the LbL process can be experi-
mentally observed in ultraperipheral interactions of ions, with impact parameters larger than
twice the radius of the nuclei, exploiting the very large fluxes of quasireal photons emitted by
the nuclei accelerated at TeV energies [8]. Ions accelerated at high energies generate strong elec-
tromagnetic fields, which, in the equivalent photon approximation [9–11], can be considered
as g beams of virtuality Q

2 < 1/R
2, where R is the effective radius of the charge distribu-

tion. For lead (Pb) nuclei with radius R ⇡ 7 fm, the quasireal photon beams have virtuali-
ties Q

2 < 10�3 GeV2, but very large longitudinal energy (up to Eg = g/R ⇡ 80 GeV, where
g is the Lorentz relativistic factor), enabling the production of massive central systems with
very soft transverse momenta (pT . 0.1 GeV). Since each photon flux scales as the square of
the ion charge Z

2, gg scattering cross sections in PbPb collisions are enhanced by a factor of
Z

4 ' 5 ⇥ 107 compared to similar proton-proton or electron-positron interactions.

γ

γ

PbPb

Pb Pb Pb

Pb

Pb(*)

Pb(*)

Pb(*)

Pb(*) Pb(*)

Pb(*)

g

g

g

e+

e−

γ

γ

γ

γ

γ

γ

Figure 1: Schematic diagrams of light-by-light scattering (gg ! gg, left), QED dielectron
(gg ! e+e�, centre), and central exclusive diphoton (gg ! gg, right) production in ultra-
peripheral PbPb collisions. The (⇤) superscript indicates a potential electromagnetic excitation
of the outgoing ions.

Many final states have been measured in photon-photon interactions in ultraperipheral colli-
sions of proton and/or lead beams at the CERN LHC, including gg ! e+e� [12–21], gg !
W+W� [22–24], and first evidence of gg ! gg reported by the ATLAS experiment [25] with a
signal significance of 4.4 standard deviations (3.8 standard deviations expected). The final-state
signature of interest in this analysis is the exclusive production of two photons, PbPb ! gg !
Pb(⇤)ggPb(⇤), where the diphoton final state is measured in the otherwise empty central part
of the detector, and the outgoing Pb ions (with a potential electromagnetic excitation denoted
by the (⇤) superscript) survive the interaction and escape undetected at very low q angles with
respect to the beam direction (Fig. 1, left). The dominant backgrounds are the QED production
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Figure 4: Diphoton acoplanarity distribution for exclusive events measured in the data after
selection criteria (squares), compared to the expected LbL scattering signal (orange histogram),
QED e+e� (yellow histogram), and the CEP+other (light blue histogram, scaled to match the
data in the Af > 0.02 region as described in the text) backgrounds. Signal and QED e+e� MC
samples are scaled according to their theoretical cross sections and integrated luminosity. The
error bars around the data points indicate statistical uncertainties. The horizontal bars around
the data symbols indicate the bin size.

the number of events remaining after each selection criterion. The main selection requirement
corresponds to two photons each with ET > 2 GeV, |h| < 2.4 (excluding photons falling in
the Dh ⇡ 0.1 gap region between the EB and EE, 1.444 < |h| < 1.566), and diphoton invari-
ant mass greater than 5 GeV. The number of events measured in data and expected from the
sum of all MC contributions in the first two rows do not match because these selection require-
ments accept a fraction of nonexclusive backgrounds that are not included in the simulation.
Once the full exclusivity selection criteria are applied, the data-to-simulation agreement is very
good. We observe 14 LbL scattering candidates, to be compared with 11.1± 1.1 (theo) expected
from the LbL scattering signal, 3.0± 1.1 (stat) from central exclusive plus any residual diphoton
backgrounds, and 1.0 ± 0.3 (stat) from misidentified QED e+e� events.

An extra selection criterion has been also studied by further requiring that the candidate LbL
scattering events have no signal above the noise threshold in the pixel tracker layers. This more
stringent selection is sensitive to charged particles down to ⇠40 MeV, and results in a number of
reconstructed LbL scattering signal counts (and even more reduced QED backgrounds) consis-
tent with the MC predictions. However, since the efficiency of such a tight selection is difficult
to assess from a control region in data, the default analysis is kept with the charged-particle
track pT > 0.1 GeV exclusivity requirement.

Figure 5 shows the comparison of the measured and simulated photon transverse momentum,
photon pseudorapidity, photon azimuthal angle, diphoton invariant mass, diphoton rapidity,
and diphoton transverse momentum distributions. Both the measured yields and kinematic
distributions are in accord with the combination of the LbL scattering signal plus QED e+e�
and CEP+other background expectations.

5 Cross section extraction
Given the low signal yield available for an extraction of differential cross section distributions,
an integrated fiducial cross section for LbL scattering above a diphoton mass m

gg = 5 GeV is
calculated instead. The ratio R of cross sections of the light-by-light scattering over the QED

15

Figure 6: Observed (full line) and expected (dotted line) 95% CL limits on the production cross
section s(gg ! a ! gg) as a function of the ALP mass ma in ultraperipheral PbPb collisions
at

p
sNN = 5.02 TeV. The inner (green )and outer (yellow) bands indicate the regions containing

68 and 95%, respectively, of the distribution of limits expected under the background-only
hypothesis.
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Figure 7: Exclusion limits at 95% CL in the ALP-photon coupling gag versus ALP mass
ma plane, for the operators aFeF/4L (left, assuming ALP coupling to photons only) and
aBeB/4L cos2 qW (right, including also the hypercharge coupling, thus processes involving the
Z boson) derived in Refs. [30, 55] from measurements at beam dumps [59], in e+e� collisions
at LEP-I [55] and LEP-II [56], and in ppcollisions at the LHC [13, 57, 58], and compared to the
present PbPb limits.

✦ Use ultraperipheral PbPb collisions to turn the LHC into a 
photon-photon collider!


๏ Photon flux is enhanced by Z4 = 5 x 107 due to coherence!

✦ σfid(ɣɣ → ɣɣ) = 120 ± 46 (stat.) ± 28 (syst.) ± 4 (th.) nb, in 

agreement with the prediction of 138 ± 14 nb for mɣɣ > 5 GeV

๏ Observed (expected) significance of 4.1σ (4.4σ)


✦ Also interpreted as limits on axion-like particles via  
ɣɣ → a → ɣɣ; best limits in 5-50 GeV range
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Bs Production in PbPb
✦ First observation of Bs production in heavy-ion collisions (PbPb) and a 

measurement of the differential cross section and a nuclear modification 
factor RAA


๏ Bs mesons are reconstructed via an exclusive J/ψ(μμ)ɸ(KK) decay

๏ Multivariate analysis techniques are used to extract signal in PbPb collisions


✦ The RAA is enhanced at 2σ level relative to that for the B+ mesons, consistent 
with theoretical predictions of enhanced strange quark production in hot 
nuclear medium due to recombination processes

�22
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Figure 1: Invariant mass distributions of B0
s candidates in pp (left) and PbPb (right) collisions

measured in the range |y| < 2.4 and in the pT range of 7–15 GeV/c. The c2 divided by the
number of degrees of freedom (nDOF) is also given.

the inclusive J/y MC sample. Peaking structures that could arise from the background con-
tamination of other B meson decays (e.g., B0 ! J/y K⇤(892)0) were found to be negligible as a
consequence of the tight selection on the mass of the f candidate.

The differential cross section for B0
s production in |y| < 2.4 is computed in each pT interval

according to

dsB0
s

dpT

�����
|y|<2.4

=
1
2

1
B L

1
DpT

N
(B0

s+B0
s )

pp (pT)

app(pT) epp(pT)

������
|y|<2.4

, (1)

for pp data, and for PbPb data according to

1
TAA

dN
B0

s
PbPb

dpT

������
|y|<2.4

=
1
2

1
B NMB TAA

1
DpT

N
(B0

s+B0
s )

PbPb (pT)

aPbPb(pT) ePbPb(pT)

������
|y|<2.4

. (2)

The N
(B0

s+B0
s )

pp,PbPb is the raw signal yield extracted in each pT interval of width DpT, (a, e)pp,PbPb

represents the corresponding acceptance times efficiency, and B is the branching fraction of
the decay chain. For the pp cross section, L represents the integrated luminosity, and for the
PbPb cross section, NMB is the number of minimum bias events and TAA is the nuclear overlap
function [44]. The TAA is equal to the number of NN binary collisions divided by the NN total
inelastic cross section, and it can be interpreted as the NN-equivalent integrated luminosity
per heavy ion collision. The TAA value for inclusive PbPb collisions at

p
sNN = 5.02 TeV is

5.61 mb�1 as estimated from an MC Glauber model [40, 44]. Assuming that, in the kinematic
region accessible by the present measurement, B0

s and B0
s production cross sections are equal,

the factor 1/2 accounts for the fact that the yields are measured for particles and antiparticles
added together, but the cross section is given for one species only.
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Figure 4: (left) The pT-differential production cross section of B0
s mesons in pp collisions and the

pT-differential corrected yield of B0
s mesons scaled by TAA in PbPb collisions at

p
sNN = 5.02 TeV

in two pT intervals from 7 to 50 GeV/c. The vertical bars (boxes) correspond to statistical (sys-
tematic) uncertainties. The systematic uncertainty boxes here include both the correlated and
uncorrelated contributions added in quadrature. The global systematic uncertainty comprises
the uncertainties in TAA, NMB, and B. (right) The nuclear modification factor RAA of B0

s mea-
sured in PbPb collisions at

p
sNN = 5.02 TeV from 7 to 50 GeV/c. The vertical bars (boxes) cor-

respond to statistical (systematic) uncertainties. The B+
RAA measurement [29] is also shown

for comparison. The global systematic uncertainty, represented by colored boxes at RAA = 1,
comprises the uncertainties in the integrated luminosity measurement and TAA value. Two the-
oretical calculations are also shown for comparison: TAMU [19, 49] and CUJET3.0 [46–48]. The
line width of the theoretical calculation from Refs. [19, 49] represents the size of its statistical
uncertainty.
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Figure 5: Nuclear modification factor RAA ratio between B0
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comparison: TAMU [19, 49], and CUJET3.0 [46–48].
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Beauty Suppression in PbPb
✦ Use non-prompt D0 mesons to tag beauty production in PbPb collisions


๏ Detect D0 mesons via K-π+ decays and require significant displacement of the decay 
vertex to achieve high purity of b hadrons and lower the pT range probed


✦ Measure nuclear modification factor as a function of D0 pT

✦ The measured RAA is higher than for prompt D0 mesons of generic charged 

hadrons for pT < 10 GeV, consistent with the quark mass ordering of the 
suppression in QGP 
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Figure 1: a) Example of a three-component invariant mass fit of a D0 DCA bin for pT of 6–
7 GeV/c in PbPb collisions; b) DCA distributions for D0 candidates in the signal invariant mass
region and in the sidebands (scaled by the mass range ratio of 0.5) for D0

pT of 6–7 GeV/c in pp
collisions; c) Signal DCA distribution obtained with the invariant mass fit for each DCA bin,
and a prompt+nonprompt two-component fit to it, for D0

pT of 6–7 GeV/c in PbPb collisions;
d) Signal DCA distribution obtained with the sideband subtraction, and a prompt+nonprompt
two-component fit to it, for D0

pT of 6–7 GeV/c in pp collisions.

distributions in the simulation. To assess systematic effects on the two-component fit arising
from potential differences between the resolution in data and simulation, the widths of the
simulated DCA distributions are varied by a floating scale factor. The best simulated DCA
width scale factor to match the data is determined by minimizing the c2 of the two-component
fit. It is found to be in the range of 1.0± 0.1 for all pT bins, indicating a good data-to-simulation
consistency.

The B ! D0 differential cross section with |y| < 1 in pp collisions is calculated with the follow-
ing equation:

dsB!D0
pp

dpT

�����
|y|<1

=
1

2LDpTB
N

B!D0+D0

pp

ae

������
|y|<1

. (1)

Here N
B!D0+D0

pp are the nonprompt D0 and D0 meson yields extracted in each pT interval; L
is the integrated luminosity for the corresponding trigger; DpT is the width of the pT interval;
B is the decay branching fraction; and ae represents the product of acceptance and efficiency.
The factor 1/2 accounts for the fact that the yields were measured for D0 plus D0, but the cross
section is for either D0 or D0 production.

The B ! D0 yield with |y| < 1 in PbPb collisions is calculated similarly, and normalized by the
nuclear overlap function TAA = Ncoll/sinelastic

NN = 5.61 mb�1 [24] calculated with the Glauber
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Figure 2: Upper panel: B ! D0
pT-differential cross section in pp collisions and invariant yield

in PbPb collisions normalized with TAA, at
p

sNN = 5.02 TeV. The vertical bands around the
data points represent the bin-by-bin systematic uncertainties. Uncertainties are smaller than
the symbols in most cases. The cross section in pp collisions is compared to FONLL calcula-
tions [33]. Lower panel: The data/FONLL ratio for the B ! D0

pT spectra in pp collisions.

In Fig. 2, the B ! D0
pT-differential cross section in pp collisions and the invariant yield in

PbPb collisions normalized with TAA are presented. The plot also shows the nonprompt D0
pT

spectra found by decaying a B meson pT spectrum calculated using fixed-order next-to-leading
logarithm (FONLL) [33] pQCD. The ratio of the measured pp spectrum over the FONLL pre-
diction is shown in the bottom panel. The measurement in pp collisions lies close to the upper
limit of the FONLL predicted range.

Figure 3 shows the B ! D0 nuclear modification factor RAA. It can be seen that the B ! D0

RAA is below unity in the measured pT range from 2 to 100 GeV/c. In the upper panel, the
B ! D0

RAA is compared with the RAA of B mesons [18], nonprompt J/y mesons from b hadron
decays [19], prompt D0 mesons [16], and charged hadrons [24]. The B ! D0

RAA is consistent
with the B meson and nonprompt J/y meson results, and extends the reach of b quark related
RAA studies to a larger pT coverage at midrapidity. The B ! D0 yield is less suppressed
than prompt D0 mesons and charged hadrons with pT around 10 GeV/c. This may reflect a
dependence of the suppression effects on the quark mass [10], although a direct comparison
requires a full modeling of the quark initial spectrum and hadronization, as well as of the
decay kinematics.

In the lower panel of Fig. 3, the measured B ! D0
RAA is compared with various theoretical

predictions. The CUJET and EPOS2+MC@SHQ models are perturbative QCD-based calcula-
tions that include both collisional and radiative energy loss [34–37]. The TAMU model is a
transport model based on a Langevin equation that includes collisional energy loss and heavy
quark diffusion in the medium [38, 39]. The PHSD model is a microscopic off-shell transport
model based on a Boltzmann approach that includes collisional energy loss only [40, 41]. At
higher pT, the CUJET, EPOS2+MC@SHQ and TAMU models all match the data well. However,
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Figure 3: The B ! D0 nuclear modification factor RAA for PbPb collisions at
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represent the bin-by-bin and global systematic uncertainties, respectively.

at pT below 5 GeV/c, our measurements show a hint of stronger suppression than predicted by
all available models in this pT range. This could indicate a stronger energy loss of b quarks
in QGP than predicted at low pT, where collisional parton energy loss begins to dominate. It
could also be due to other effects. For example, the fraction of b baryons out of all b hadrons
may be enhanced at low pT in PbPb collisions, because b quarks can hadronize by coalescing
with light quarks in the medium [42–45]. Given the much lower decay fractions of b baryons
! D0 with respect to the B± ! D0 and B0 ! D0 cases, fewer b hadrons are seen in this anal-
ysis than expected by the models. This baryon enhancement effect is not accounted for by the
models considered.

In summary, this letter presents the transverse momentum spectra of D0 mesons from b hadron
decays measured in pp and PbPb collisions at a center-of-mass energy

p
sNN = 5.02 TeV per nu-

cleon pair with the CMS detector at the LHC. The D0 mesons from b hadron decays are distin-
guished from the prompt D0 mesons by the distance of closest approach of the D0 path relative
to the primary vertex. The measured spectrum in pp collisions is close to the upper limit of a
Fixed-Order Next-to-Leading Logarithm perturbative quantum chromodynamics calculation.
In PbPb collisions, the B ! D0 yield is suppressed in the measured transverse momentum
(pT) range from 2 to 100 GeV/c. The B ! D0 nuclear modification factor RAA is higher than
for prompt D0 mesons and charged hadrons around 10 GeV/c, which is in line with a quark
mass ordering of suppression. Compared to theoretical predictions, the measured RAA is con-
sistent with some models at higher pT, but shows a hint of stronger suppression than all of the
available models at low pT. This could indicate a stronger energy loss of b quarks in the quark-
gluon plasma than predicted at low pT, or could reflect an enhanced b baryon production due
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"Stairway to Heaven"
✦ Mind-boggling precision on so many SM processes!
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Vector Boson Measurements
✦ Precision of diboson measurements broke the 10% threshold in a 

number of channels; in some it even rivals the precision of NNLO 
calculations


✦ For the first time entering the territory of precision probing of VBF/
VBS and quartic vector boson couplings


✦ Most precise limits on triple gauge boson couplings, surpassing both 
LEP and the Tevatron

�26

theoσ / expσProduction Cross Section Ratio:   
0.5 1 1.5 2

CMS PreliminaryJan 2019

All results at:
http://cern.ch/go/pNj7

γγ  0.12± 0.01 ±1.06 -15.0 fb
(NLO th.), γW  0.13± 0.03 ±1.16 -15.0 fb

(NLO th.), γZ  0.05± 0.01 ±0.98 -15.0 fb
(NLO th.), γZ  0.05± 0.01 ±0.98 -119.5 fb

WW+WZ  0.14± 0.13 ±1.01 -14.9 fb
WW  0.09± 0.04 ±1.07 -14.9 fb
WW  0.08± 0.02 ±1.00 -119.4 fb
WW  0.08± 0.05 ±0.96 -12.3 fb
WZ  0.06± 0.07 ±1.05 -14.9 fb
WZ  0.07± 0.04 ±1.02 -119.6 fb
WZ  0.05± 0.02 ±0.96 -135.9 fb
ZZ  0.07± 0.13 ±0.97 -14.9 fb
ZZ  0.08± 0.06 ±0.97 -119.6 fb
ZZ  0.05± 0.04 ±1.14 -135.9 fb

7 TeV CMS measurement (stat,stat+sys) 
8 TeV CMS measurement (stat,stat+sys) 
13 TeV CMS measurement (stat,stat+sys) 

CMS measurements
 theory(NLO)vs. NNLO 

theoσ / expσProduction Cross Section Ratio:   
0 1 2 3 4 5

CMS PreliminaryJan 2019

All results at:
http://cern.ch/go/pNj7

qqW  0.18± 0.08 ±0.84 -119.3 fb
qqZ  0.32± 0.14 ±0.93 -15.0 fb
qqZ  0.19± 0.07 ±0.84 -119.7 fb
qqZ  0.10± 0.04 ±0.98 -135.9 fb

WW→γγ  0.74± 0.00 ±1.74 -119.7 fb
γqqW  0.56± 0.67 ±1.77 -119.7 fb

ss WW  0.18± 0.38 ±0.69 -119.4 fb
ss WW  0.08± 0.16 ±0.90 -135.9 fb

γqqZ  0.48± 0.65 ±1.48 -119.7 fb
qqWZ  0.47±0.82 -135.9 fb
qqZZ  0.38± 0.64 ±1.38 -135.9 fb

7 TeV CMS measurement (stat,stat+sys) 

8 TeV CMS measurement (stat,stat+sys) 

13 TeV CMS measurement (stat,stat+sys) 

CMS EWK measurements vs.
Theory
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Measurement of WZ in VBF
✦ New measurement of the VBF WZ production in the 

trilepton channel at 13 TeV

✦ Several selections targeting various sources of potential 

new physics

✦ Measured cross sections are in good agreement with 

theoretical predictions, e.g., 
to be compared with 


✦ Sensitive variables: Mjj and |Δηjj| are used to set 
stringent limits on AQGC and charged  
Higgs boson production

�27

1

1 Introduction

The discovery of a scalar boson with couplings consistent with those of the standard model
(SM) Higgs boson (H) by the ATLAS and CMS Collaborations [1–3] at the CERN LHC pro-
vides evidence that the W and Z bosons acquire mass through the Brout-Englert-Higgs mecha-
nism [4–9]. The triple and quartic self-interactions of the vector bosons, and their couplings of
the massive vector bosons to the Higgs field—which depend on the Higgs boson H mass—are
exactly predicted in the SM. Physics beyond the SM in the electroweak (EW) sector is expected
to include interactions with the vector and Higgs bosons that modify their effective couplings.
Characterizing the self-interactions of the vector bosons is thus of great importance.
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Figure 1: Representative Feynman diagrams for WZjj production in the SM and beyond the SM.
The EW-induced component of WZ production includes quartic interactions (left) of the vector
bosons. This is distinguishable from QCD-induced production (second from left) through kine-
matic variables. New physics in the EW sector modifying the quartic coupling can be param-
eterized in terms of dimension-eight effective field theory operators (third from left). Specific
models modifying this interaction include those predicting charged Higgs bosons (right).

The total WZ production cross section in proton-proton (pp) collisions has been measured in
the leptonic decay modes by the ATLAS and CMS Collaborations at 7, 8, and 13 TeV [10–13],
and limits on anomalous triple gauge couplings [14] are presented in Refs. [11, 13]. Constraints
on anomalous quartic gauge couplings (aQGC) [15] are presented by the ATLAS Collaboration
at 8 TeV in Ref. [11]. At the LHC, quartic WZ interactions are accessible through triple vector
boson production or via vector boson scattering (VBS), where vector bosons are radiated from
the incoming quarks before interacting, as illustrated in Fig. 1 (left). The VBS processes form a
distinct experimental signature characterized by the W and Z bosons with two forward, high-
momentum jets, arising from the hadronization of two quarks. They are part of an important
subclass of processes contributing to WZ plus two jet (WZjj) production that proceeds via the
EW interaction at tree level, O(a4

), referred to as EW-induced WZjj production, or simply EW
WZ production. An additional contribution to the WZjj state proceeds via quantum chromody-
namics (QCD) radiation of partons from an incoming quark or gluon, shown in Fig. 1 (second
from left), leading to tree-level contributions at O(a2a2

S
). This class of processes is referred to

as QCD-induced WZjj production (or QCD WZ).

This letter reports searches for EW WZ production in the SM and for new physics modifying
the WWZZ coupling in pp collisions at

p
s = 13 TeV. Two fiducial WZjj cross sections are

presented, both in phase spaces with enhanced contributions from the EW WZ process. The
data sample corresponds to an integrated luminosity of 35.9 fb�1 collected with the CMS de-
tector [16] at the CERN LHC in 2016.

The analysis selects events with exactly three leptons (electrons or muons), missing transverse
momentum p

miss
T , and two jets at high pseudorapidity h with a large dijet system invariant

mass mjj, characteristic of VBS processes. The kinematic variables of the two forward and
high momentum jets, including h separation and mjj, are used to identify the EW WZ compo-
nent of WZjj production. An excess of events with respect to the SM prediction could indicate
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). This class of processes is referred to

as QCD-induced WZjj production (or QCD WZ).

This letter reports searches for EW WZ production in the SM and for new physics modifying
the WWZZ coupling in pp collisions at

p
s = 13 TeV. Two fiducial WZjj cross sections are

presented, both in phase spaces with enhanced contributions from the EW WZ process. The
data sample corresponds to an integrated luminosity of 35.9 fb�1 collected with the CMS de-
tector [16] at the CERN LHC in 2016.

The analysis selects events with exactly three leptons (electrons or muons), missing transverse
momentum p

miss
T , and two jets at high pseudorapidity h with a large dijet system invariant

mass mjj, characteristic of VBS processes. The kinematic variables of the two forward and
high momentum jets, including h separation and mjj, are used to identify the EW WZ compo-
nent of WZjj production. An excess of events with respect to the SM prediction could indicate
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WZjj processes are taken from the MADGRAPH5 aMC@NLO v2.4.2 predictions. The WZjj signal
strength µWZjj, which is the ratio of the measured signal yield to the expected number of signal
events, is treated as a free parameter in the fit.

The best-fit value for the WZjj signal strength is used to obtain a cross section in the tight
fiducial region defined in Table 1. The measured fiducial WZjj cross section in this region is

sfid
WZjj = 3.18+0.57

�0.52 (stat)+0.43
�0.36 (syst) fb = 3.18+0.71

�0.63 fb.

This result can be compared with the predicted value of 3.27 +0.39
�0.32 (scale) ± 0.15 (PDF) fb. The

EW WZ and QCD WZ contributions are calculated independently from the samples described
in Section 3 and their uncertainties are combined in quadrature to obtain the WZjj cross sec-
tion prediction. The predicted EW WZ cross section is 1.25+0.11

�0.09 (scale) ± 0.06 (PDF) fb, and the
interference term contribution in this region is less than 1% of the total cross section.

Results are also obtained in a looser fiducial region, defined in Table 1 following Ref. [27], to
simplify comparisons with theoretical calculations. The acceptance from the loose to tight fidu-
cial region is (72.4 ± 0.8)%, computed using MADGRAPH5 aMC@NLO interfaced to PYTHIA.
The uncertainty in the acceptance is evaluated by combining the scale and PDF uncertainties
in the EW WZ and QCD WZ predictions in quadrature. The scale uncertainty in the QCD WZ
contribution is the dominant component of the uncertainty. The resulting WZjj loose fiducial
cross section is

sfid,loose
WZjj = 4.39+0.78

�0.72 (stat)+0.60
�0.50 (syst) fb = 4.39+0.98

�0.87 fb,

compared with the predicted value of 4.51+0.59
�0.45 (scale) ± 0.18 (PDF) fb. The EW WZ and QCD

WZ contributions and their uncertainties are treated independently with the same approach as
described for the tight fiducial region. The predicted EW WZ cross section in the loose region is
1.48+0.13

�0.11 (scale) ± 0.07 (PDF) fb, and the relative contribution from the interference term is less
the 1%.

Separating the EW- and QCD-induced components of WZjj events requires exploiting the dif-
ferent kinematic signatures of the two processes. The relative fraction of the EW WZ process
with respect to the QCD WZ process and other backgrounds grows with increasing values of
the mjj and |Dhjj| of the leading jets, as demonstrated in Fig. 2. This motivates the use of a 2D
distribution built from these variables for the extraction of the EW WZ signal via a maximum
likelihood fit. This 2D distribution, shown as a one-dimensional histogram in Fig. 3, along
with the yield in the QCD WZ sideband region, are combined in a binned likelihood involving
the expected and observed numbers of events in each bin. The likelihood is a combination of
individual likelihoods for the four decay channels.

The systematic uncertainties are represented by nuisance parameters that are allowed to vary
according to their probability density functions, and correlation across bins and between dif-
ferent sources of uncertainty is taken into account. The expected number of signal events is
taken from the MADGRAPH5 aMC@NLO v2.4.2 prediction, multiplied by a signal strength µEW
which is treated as a free parameter in the fit.

The best-fit value for the signal strength µEW is

µEW = 0.82+0.51
�0.43,

consistent with the SM expectation at LO of µEW, SM = 1, with respect to the predicted cross
section for the EW WZ process in the tight fiducial region. The significance of the signal is
quantified by calculating the local p-value for an upward fluctuation of the data relative to
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Figure 2: The mjj (left) and |Dhjj| (right) of the two leading jets for events satisfying the EW sig-
nal selection. The last bin contains all events with mjj > 2500 GeV (left) and |Dhjj| > 7.5 (right).
The dashed line shows the expected EW WZ contribution stacked on top of the backgrounds
that are shown as filled histograms. The hatched bands represent the total and relative statis-
tical uncertainties on the predicted yields. The bottom panel shows the ratio of the number
of events measured in data to the total number of expected events. The predicted yields are
shown with their pre-fit normalizations.

Tue Dec 18 08:34:36 2018

0.5 - 1.0
1.0 - 1.5

1.5 - 2.0
 2.0≥ 0.5 - 1.0

1.0 - 1.5
1.5 - 2.0

 2.0≥ 0.5 - 1.0
1.0 - 1.5

1.5 - 2.0
 2.0≥

 [TeV]jjm

0

1

2

D
at

a 
/ P

re
d.

10

20

30

40

Ev
en

ts
 / 

bi
n

 (13 TeV)-135.9 fbCMS

Data
EW-WZjj
γZ

Nonprompt
VV
t+V/VVV
QCD-WZjj

Syst.⊕Stat.

 [2.5, 4.0]∈| 
jj
ηΔ |  [4.0, 5.0]∈| 

jj
ηΔ |  5.0    ≥| 

jj
ηΔ     |

Figure 3: The one-dimensional representation of the 2D distribution of mjj and |Dhjj|, used for
the EW signal extraction. The x axis shows the mjj distribution in the indicated bins, split into
three bins of Dhjj: Dhjj 2 [2.5, 4], [4, 5],� 5. The dashed line represents the EW WZ contribution
stacked on top of the backgrounds that are shown as filled histograms. The hatched bands
represent the total and relative systematic uncertainties on the predicted yields. The bottom
panel shows the ratio of the number of events measured in data to the total number of expected
events. The predicted yields are shown with their best-fit normalizations.

15

summarized in Table 4.

Table 4: Observed and expected 95% CL limits for each operator coefficient (in TeV�4) while all
other parameters are set to zero.

Parameters Exp. limit Obs. limit
fM0/L4

[�11.2, 11.6] [�9.15, 9.15]
fM1/L4

[�10.9, 11.6] [�9.15, 9.45]
fS0/L4

[�32.5, 34.5] [�26.5, 27.5]
fS1/L4

[�50.2, 53.2] [�41.2, 42.8]
fT0/L4

[�0.87, 0.89] [�0.75, 0.81]
fT1/L4

[�0.56, 0.60] [�0.49, 0.55]
fT2/L4

[�1.78, 2.00] [�1.49, 1.85]

Constraints are also placed on aQGC parameters using a two-dimensional scan, where two
parameters are probed in the fit with all others set to zero. This approach is motivated by
correlations between operators and physical couplings, and for comparisons with alternative
formulations of dimension-eight operators. In particular, the quartic gauge interactions of the
massive gauge bosons is a function of S0 and S1, while combinations of the M0 and M1 opera-
tors can be compared with the formulation of Ref. [68]. The resulting 2D 95% CL intervals for
these parameters are shown in Fig. 5.

10− 0 10
] -4TeV  [4Λ/M,0f

10−

0

10

20

] 
-4

Te
V

  [4
Λ/

M
,1

f

Expected 68% CL
Expected 95% CL
Expected 99% CL
Observed 95% CL

 (13 TeV)-135.9 fb

CMS Expected 68% CL
Expected 95% CL
Expected 99% CL
Observed 95% CL

50− 0 50
] -4TeV  [4Λ/S,0f

100−

50−

0

50

100

] 
-4

Te
V

  [4
Λ/

S,
1

f

Expected 68% CL
Expected 95% CL
Expected 99% CL
Observed 95% CL

 (13 TeV)-135.9 fb

CMS Expected 68% CL
Expected 95% CL
Expected 99% CL
Observed 95% CL

Figure 5: Two-dimensional observed 95% CL intervals (solid contour) and expected 68, 95, and
99% CL intervals (dashed contour) on the selected aQGC parameters. The values of coefficients
outside of contours are excluded at the corresponding CL.

10 Limits on charged Higgs boson production

Theories with Higgs sectors including SU(2) triplets can give rise to charged Higgs bosons (H±)
with large couplings to the vector bosons of the SM. A prominent one is the GM model [39],
where the Higgs sector is extended by one real and one complex SU(2) triplet to preserve cus-
todial symmetry at tree level for arbitrary vacuum expectation values. In this model, the cou-
plings of H± and the vector bosons depend on m(H±

) and the parameter sin qH, or sH, which
represents the mixing angle of the vacuum expectation values in the model, and determines
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Figure 7: Expected (dashed lines) and observed (solid lines) upper limits at 95% CL for the
model independent s(H±

)B(H
+ ! WZ) as a function of m(H±

) (left) and for sH as a function
of mH in the GM model (right). The blue shaded area covers the theoretically not allowed
parameter space [69].

11 Summary

A measurement of the production of a W and a Z boson in association with two jets has
been presented, using events where both bosons decay leptonically. Results are based on
data corresponding to an integrated luminosity of 35.9 fb�1 recorded in proton-proton col-
lisions at

p
s = 13 TeV with the CMS detector at the LHC in 2016. The cross section in a

tight fiducial region with enhanced contributions from electroweak (EW) WZ production is
sfid

WZjj = 3.18+0.71
�0.63 fb, consistent with the standard model (SM) prediction. The dijet mass and

dijet rapidity separation are used to measure the signal strength of EW WZ production with
respect to the SM expectation, resulting in µEW = 0.82+0.51

�0.43. The significance of this result is 2.2
standard deviations with 2.5 standard deviations expected. These are the first results for EW
WZ production at 13 TeV.

Constraints are placed on anomalous quartic gauge couplings in terms of dimension-eight ef-
fective field theory operators, and upper limits are given on the production cross section times
branching fraction of charged Higgs bosons. The upper limits on charged Higgs boson pro-
duction via vector boson fusion with decay to a W and a Z boson extend the results previously
published by the CMS Collaboration [59] and are comparable to those of the ATLAS Collabo-
ration [70]. These are the first limits for dimension-eight effective field theory operators in the
WZ channel at 13 TeV.
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WZjj processes are taken from the MADGRAPH5 aMC@NLO v2.4.2 predictions. The WZjj signal
strength µWZjj, which is the ratio of the measured signal yield to the expected number of signal
events, is treated as a free parameter in the fit.

The best-fit value for the WZjj signal strength is used to obtain a cross section in the tight
fiducial region defined in Table 1. The measured fiducial WZjj cross section in this region is

sfid
WZjj = 3.18+0.57

�0.52 (stat)+0.43
�0.36 (syst) fb = 3.18+0.71

�0.63 fb.

This result can be compared with the predicted value of 3.27 +0.39
�0.32 (scale) ± 0.15 (PDF) fb. The

EW WZ and QCD WZ contributions are calculated independently from the samples described
in Section 3 and their uncertainties are combined in quadrature to obtain the WZjj cross sec-
tion prediction. The predicted EW WZ cross section is 1.25+0.11

�0.09 (scale) ± 0.06 (PDF) fb, and the
interference term contribution in this region is less than 1% of the total cross section.

Results are also obtained in a looser fiducial region, defined in Table 1 following Ref. [27], to
simplify comparisons with theoretical calculations. The acceptance from the loose to tight fidu-
cial region is (72.4 ± 0.8)%, computed using MADGRAPH5 aMC@NLO interfaced to PYTHIA.
The uncertainty in the acceptance is evaluated by combining the scale and PDF uncertainties
in the EW WZ and QCD WZ predictions in quadrature. The scale uncertainty in the QCD WZ
contribution is the dominant component of the uncertainty. The resulting WZjj loose fiducial
cross section is

sfid,loose
WZjj = 4.39+0.78

�0.72 (stat)+0.60
�0.50 (syst) fb = 4.39+0.98

�0.87 fb,

compared with the predicted value of 4.51+0.59
�0.45 (scale) ± 0.18 (PDF) fb. The EW WZ and QCD

WZ contributions and their uncertainties are treated independently with the same approach as
described for the tight fiducial region. The predicted EW WZ cross section in the loose region is
1.48+0.13

�0.11 (scale) ± 0.07 (PDF) fb, and the relative contribution from the interference term is less
the 1%.

Separating the EW- and QCD-induced components of WZjj events requires exploiting the dif-
ferent kinematic signatures of the two processes. The relative fraction of the EW WZ process
with respect to the QCD WZ process and other backgrounds grows with increasing values of
the mjj and |Dhjj| of the leading jets, as demonstrated in Fig. 2. This motivates the use of a 2D
distribution built from these variables for the extraction of the EW WZ signal via a maximum
likelihood fit. This 2D distribution, shown as a one-dimensional histogram in Fig. 3, along
with the yield in the QCD WZ sideband region, are combined in a binned likelihood involving
the expected and observed numbers of events in each bin. The likelihood is a combination of
individual likelihoods for the four decay channels.

The systematic uncertainties are represented by nuisance parameters that are allowed to vary
according to their probability density functions, and correlation across bins and between dif-
ferent sources of uncertainty is taken into account. The expected number of signal events is
taken from the MADGRAPH5 aMC@NLO v2.4.2 prediction, multiplied by a signal strength µEW
which is treated as a free parameter in the fit.

The best-fit value for the signal strength µEW is

µEW = 0.82+0.51
�0.43,

consistent with the SM expectation at LO of µEW, SM = 1, with respect to the predicted cross
section for the EW WZ process in the tight fiducial region. The significance of the signal is
quantified by calculating the local p-value for an upward fluctuation of the data relative to
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Differential Drell-Yan Cross Section
✦ New, high-precision measurement of the differential dσ/dm DY 

cross section at 13 TeV in the 15-3000 GeV mass range

๏ Uncertainties are as low as a few percent!

๏ Excellent agreement with the state-of-the-art NNLO QCD + NLO 

EW predictions, including photon-induced contributions

�28
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Figure 4: The differential cross section as a function of the dimuon (upper) and dielectron
(lower) invariant mass, measured in the full phase space, with FSR correction applied. The
spectra are compared with the NNLO theoretical prediction of FEWZ (blue) and the NLO pre-
diction of MADGRAPH5 aMC@NLO (red). The NNPDF3.0 PDF set is used in both cases. In
the middle and lower panels, the coloured bands denote the theoretical uncertainty and the
hatched bands denote the total uncertainty, which is the combination of statistical, systematic,
and integrated luminosity components.
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combinations, whereas the W + cc and W + bb background processes produce the same num-
ber of OS and SS candidates. Therefore, subtracting the SS events from the OS events removes
the background contributions from gluon splitting. The contributions from other background
sources, such as tt and single top quark production, are negligible.

The number of W+c events corresponds to the number of D⇤(2010)± mesons after the subtrac-
tion of light-flavor and gluon splitting backgrounds. The invariant mass of K⌥p± candidates,
which are selected in a Dm(D⇤, D0) window of ±1 MeV, is shown in Fig. 2, along with the ob-
served reconstructed mass difference Dm(D⇤, D0). A clear D0 peak at the expected mass and a
clear Dm(D⇤, D0) peak around the expected value of 145.4257 ± 0.0017 MeV [38] are observed.
The remaining background is negligible, and the number of D⇤(2010)± mesons is determined
by counting the number of candidates in a window of 144 < Dm(D⇤, D0) < 147 MeV. Alter-
nately, two different functions are fit to the distributions, and their integral over the same mass
window is used to estimate the systematic uncertainties associated with the method chosen.
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Figure 2: Distributions of the reconstructed invariant mass of K⌥p± candidates (left) in the
range |Dm(D⇤, D0)� 0.1454| < 0.001 GeV, and the reconstructed mass difference Dm(D⇤, D0)
(right). The SS combinations are subtracted. The data (filled circles) are compared to MC sim-
ulation with contributions from different processes shown as histograms of different shades.

5 Measurement of the fiducial W+c cross section
The fiducial cross section is measured in a kinematic region defined by requirements on the
transverse momentum and the pseudorapidity of the muon and the transverse momentum of
the charm quark. The simulated signal is used to extrapolate from the fiducial region of the
D⇤(2010)± meson to the fiducial region of the charm quark. Since the D⇤(2010)± kinematics
is integrated over at the generator level, the only kinematic constraint on the corresponding
charm quark arises from the requirement on the transverse momentum of D⇤(2010)± meson.
The correlation of the kinematics of charm quarks and D⇤(2010)± mesons is investigated using
simulation, and the requirement of p

D⇤

T > 5 GeV translates into p
c
T > 5 GeV. The distributions

of |hµ| and p
c
T in the simulation are shown to reproduce very well the fixed order prediction

at NLO obtained, using MCFM 6.8 [16–18] calculation. The kinematic range of the measured
fiducial cross section corresponds to p

µ
T > 26 GeV, |hµ| < 2.4, and p

c
T > 5 GeV.
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W+c Production
✦ Measurement of W+c cross section at  

13 TeV, using exclusive D*± → D0π±→K∓π±π± decays

๏ Gives direct access to the strange quark PDFs


✦ The new result improves on the precision of the strange  
quark PDF extraction compared to the previous CMS  
analysis at 7 TeV


✦ CMS results do not support the recent ATLAS claim  
[arXiv:1612.03016] on an enhanced strange quark  
contribution to the proton sea at high x

�29

1

1 Introduction
Precise knowledge of the structure of the proton, expressed in terms of parton distribution
functions (PDFs), is important for interpreting results obtained in proton-proton (pp) collisions
at the CERN LHC. The PDFs are determined by comparing theoretical predictions obtained at a
particular order in perturbative quantum chromodynamics (pQCD) to experimental measure-
ments. The precision of the PDFs, which affects the accuracy of the theoretical predictions for
cross sections at the LHC, is determined by the uncertainties of the experimental measurements
used, and by the limitations of the available theoretical calculations. The flavor composition
of the light quark sea in the proton and, in particular, the understanding of the strange quark
distribution is important for the measurement of the W boson mass at the LHC [1]. Therefore,
it is of great interest to determine the strange quark distribution with improved precision.

Before the start of LHC data taking, information on the strange quark content of the nucleon
was obtained primarily from charm production in (anti)neutrino-iron deep inelastic scattering
(DIS) by the NuTeV [2], CCFR [3], and NOMAD [4] experiments. In addition, a direct measure-
ment of inclusive charm production in nuclear emulsions was performed by the CHORUS ex-
periment [5]. At the LHC, the production of W or Z bosons, inclusive or associated with charm
quarks, provides an important input for tests of the earlier determinations of the strange quark
distribution. The measurements of inclusive W or Z boson production at the LHC, which are
indirectly sensitive to the strange quark distribution, were used in a QCD analysis by the AT-
LAS experiment, and an enhancement of the strange quark distribution with respect to other
measurements was observed [6].

The associated production of W bosons and charm quarks in pp collisions at the LHC probes
the strange quark content of the proton directly through the leading order (LO) processes
g + s ! W++c and g + s ! W�+c, as shown in Fig. 1. The contribution of the Cabibbo-
suppressed processes g + d ! W++c and g + d ! W�+c amounts to only a few percent of
the total cross section. Therefore, measurements of associated W+c production in pp collisions

Figure 1: Dominant contributions to W+c production at the LHC at leading order in pQCD.

provide valuable insights into the strange quark distribution of the proton. Furthermore, these
measurements allow important cross-checks of the results obtained in the global PDF fits using
the DIS data and measurements of inclusive W and Z boson production at the LHC.

Production of W+c in hadron collisions was first investigated at the Tevatron [7–9]. The first
measurement of the cross section of W+c production in pp collisions at the LHC was per-
formed by the CMS Collaboration at a center-of-mass energy of

p
s = 7 TeV with an integrated

luminosity of 5 fb�1 [10]. This measurement was used for the first direct determination of the
strange quark distribution in the proton at a hadron collider [11]. The extracted strangeness
suppression with respect to u and d quark densities was found to be in agreement with mea-
surements in neutrino scattering experiments. The cross section for W+c production was also
measured by the ATLAS experiment at

p
s = 7 TeV [12] and used in a QCD analysis, which

supported the enhanced strange quark content in the proton suggested by the earlier ATLAS

12

Table 4: The NLO predictions for s(W+c), obtained with MCFM [16–18]. The uncertainties
account for PDF and scale variations.

s(W+c) [pb] DPDF [%] Dµ [%] s(W++c)/s(W�+c)
ABMP16nlo 1077.9 ± 2.1 +3.4

�2.4 0.975 +0.002
�0.002

ATLASepWZ16nnlo 1235.1 +1.4
�1.6

+3.7
�2.8 0.976 +0.001

�0.001
CT14nlo 992.6 +7.2

�8.4
+3.1
�2.1 0.970 +0.005

�0.007
MMHT14nlo 1057.1 +6.5

�8.0
+3.2
�2.2 0.960 +0.023

�0.033
NNPDF3.0nlo 959.5 ± 5.4 +2.8

�1.9 0.962 +0.034
�0.034

NNPDF3.1nlo 1030.2 ± 5.3 +3.2
�2.2 0.965 +0.043

�0.043
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Figure 4: Inclusive fiducial cross section s(W+c) and the cross section ratio
s(W++c)/s(W�+c) at 13 TeV. The data are represented by a line with the statistical
(total) uncertainty shown by a light (dark) shaded band. The measurements are compared to
the NLO QCD prediction using several PDF sets, represented by symbols of different types.
All used PDF sets are evaluated at NLO, except for ATLASepWZ16, which is obtained at
NNLO. The error bars depict the total theoretical uncertainty, including the PDF and the scale
variation uncertainty.
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Table 4: The NLO predictions for s(W+c), obtained with MCFM [16–18]. The uncertainties
account for PDF and scale variations.

s(W+c) [pb] DPDF [%] Dµ [%] s(W++c)/s(W�+c)
ABMP16nlo 1077.9 ± 2.1 +3.4
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Figure 4: Inclusive fiducial cross section s(W+c) and the cross section ratio
s(W++c)/s(W�+c) at 13 TeV. The data are represented by a line with the statistical
(total) uncertainty shown by a light (dark) shaded band. The measurements are compared to
the NLO QCD prediction using several PDF sets, represented by symbols of different types.
All used PDF sets are evaluated at NLO, except for ATLASepWZ16, which is obtained at
NNLO. The error bars depict the total theoretical uncertainty, including the PDF and the scale
variation uncertainty.
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Observation of tZq Production
✦ Interesting SM process sensitive to contributions from new physics, 

including FCNC interactions

✦ Highly optimized analysis in the Z(ƖƖ) channel, based on 2016 & 2017 

data, with three event categories defined by the number of jets and b-
tagged jets, with MVA selection in each category


๏ Observed (expected) signal significance: 8.2σ (7.7σ)

✦ Measured fiducial cross section:


๏ Agrees w/ theoretical prediction of 94.2 ± 3.1 fb

�31

7

The observed and expected BDT distributions in each of the SRs are shown in Fig. 1. A table
with the observed and expected event yields in the SRs, and the distributions in SR-2/3j-1b of
the maximum dijet mass among all pairs of jets in the event, the |h| of the recoiling jet, and
the reconstructed Z boson pT in events with a BDT discriminant value greater than 0.5 can be
found in Appendix A. The first two observables are the most discriminant input variables to
the BDTs used for signal extraction, while the last one is highly sensitive to the presence of new
physics phenomena.
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Figure 1: Observed (points) and post-fit expected (shaded histograms) BDT distributions for
events in SR-2/3j-1b (left), SR-4j-1b (middle), and SR-2b (right). The vertical bars on the points
represent the statistical uncertainties in data. The hatched regions show the total uncertainties
in the background. The lower panels display the ratio of the observed data to the predictions,
including the tZq signal, with inner and outer shaded bands, respectively, representing the
statistical and total uncertainties in the predictions.

In summary, we have reported the observation of single top quark production in association
with a Z boson and a quark, tZq, using the leptonic tZq decay mode. The tZq signal is observed
with a significance of well over five standard deviations. The tZq production cross section is
measured to be s(pp ! tZq ! t`+`�q) = 111 ± 13 (stat) +11

�9 (syst) fb, where ` refers to an
electron, muon, or t lepton, for dilepton invariant masses in excess of 30 GeV, in agreement
with the standard model prediction.
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efficiencies are measured in data using the “tag-and-probe” technique [36, 37], and lead to a
total uncertainty of 2.5–4.9% in the simulated event yields per BDT bin.

Uncertainties from the choice of the renormalization and factorization scales used in simulation
are assessed by simultaneously varying these scales up and down by a factor of two, resulting
in uncertainties of 0.8–9.6% in the simulated yields per BDT bin. The limited knowledge of the
proton PDFs is taken into account using a set of NNPDF3.0 (NNPDF3.1) replicas [46] in the
simulation of 2016 (2017) collisions and leads to uncertainties of 0.04–1.4%. These theoretical
uncertainties cause changes in both the predicted cross section and the detector acceptance
for simulated events, which are treated independently. For WZ, ttZ, ZZ, and tZq production,
theoretical uncertainties in the cross section are not taken into consideration, and prior nuisance
parameters are assigned to their normalizations that are constrained by data. For all other
processes, such as ttW, ttH, tWZ, and triple gauge boson production, theoretical uncertainties
in the predicted cross sections are included. Similarly, the uncertainty in the parton shower
simulation is estimated by varying the renormalization scales for both initial- and final-state
radiation up and down by a factor of 2 [21]. This source of uncertainty is only considered for
simulated tZq and ttZ processes and ranges from 0.1–6.5% (0.3–7.3%) across the BDT bins for
the description of initial-(final-)state radiation.

A simultaneous binned maximum-likelihood fit to the BDT distributions, and to the event
yields in the WZ and ZZ control regions, is performed to measure the tZq signal strength.
The best fit value of the signal strength and the 68% confidence interval are extracted follow-
ing the procedure described in Section 3.2 of Ref. [47]. All sources of systematic uncertainties
are taken into account as nuisance parameters in the fit. The appropriate correlation pattern
of the nuisance parameters between the 2016 and 2017 data sets is taken into account; the nui-
sance parameters associated with the integrated luminosity, b tagging, trigger efficiency, and
jet energy scale modeling are considered to be fully uncorrelated between the two data taking
periods, while all others are considered to be fully correlated.

The observed (expected) statistical significance of the signal is determined using the asymptotic
approximation of the distribution of the profile likelihood test statistic [48, 49] and found to be
8.2 (7.7) standard deviations from the background-only hypothesis. The analyses based on the
2016 and 2017 data sets result in observed (expected) signal significances of 7.2 (5.7) and 5.4
(6.0) standard deviations, respectively. The tZq cross section is measured to be

s(pp ! tZq ! t`+`�q) = 111 ± 13 (stat) +11
�9 (syst) fb, (1)

where ` refers to an electron, muon, or t lepton, for invariant masses of the dilepton pair larger
than 30 GeV. The theoretical cross section in the same fiducial volume is sSM(pp ! tZq !
t`+`�q) = 94.2 ± 3.1 fb, which is computed at NLO in perturbative QCD using the NNPDF3.0
PDF set in the five-flavor scheme [7]. The measured signal strength is

µ =
s(pp ! tZq ! t`+`�q)

sSM(pp ! tZq ! t`+`�q)
= 1.18 +0.14

�0.13 (stat) +0.11
�0.10 (syst) +0.04

�0.04 (theo), (2)

consistent with the SM expectation. The quoted theoretical uncertainty stems from the uncer-
tainty in sSM(pp ! tZq ! t`+`�q). The signal strengths measured separately in the 2016
and 2017 data sets are found to be consistent with the combined measurement, and are 1.36
+0.22
�0.20 (stat) +0.14

�0.12 (syst) +0.04
�0.04 (theo) and 1.03 +0.18

�0.17 (stat) +0.14
�0.12 (syst) +0.03

�0.03 (theo), respectively. The ma-
jor systematic uncertainties contributing to the final measurement are those associated with the
nonprompt-lepton background prediction, the lepton selection efficiency, the modeling of final-
state radiation, and the jet energy scale.
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Top Quark Mass, σ, 𝛂s
✦ Clever alternative way of extracting top quark mass and ⍺s from a 

precision measurement of top quark pair production cross section in 
the dilepton channel

๏ Use MS scheme and NNLO PDFs and accuracy to simultaneously extract 
⍺s and mt from subscription, taking into account correlation with PDFs


๏ Using mlbmin as a variable sensitive to mt, get:

�32
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are considered as the corresponding uncertainties. The values of the aS(mZ) obtained using
different PDFs are listed in Table 5 and shown in Fig. 11. The uncertainties in the measured stt
and the PDF contribute about equally to the resulting aS(mZ) uncertainty.
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NNPDF3.1

αS(mZ)

χ2
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mt(mt) = 163.30 GeV

PD
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αS(mZ)
0.105 0.11 0.115 0.12

Figure 11: Left: c2 versus aS obtained from the comparison of the measured stt value to the
NNLO prediction in the MS scheme using different PDFs (symbols of different styles). Right:
aS(mZ) obtained from the comparison of the measured stt value to the theoretical prediction
using different PDF sets in the MS scheme. The corresponding value of mt(mt) is given for
each PDF set. The inner horizontal bars on the points represent the experimental and PDF
uncertainties added in quadrature. The outer horizontal bars show the total uncertainties. The
vertical line displays the world-average aS(mZ) value [29], with the hatched band representing
its uncertainty.

Table 5: Values of aS(mZ) with their uncertainties obtained from a comparison of the measured
stt value to the NNLO prediction in the MS scheme using different PDF sets. The first uncer-
tainty is the combination of the experimental and PDF uncertainties, and the second is from
the variation of the renormalization and factorization scales.

PDF set aS(mZ)

ABMP16 0.1139 ± 0.0023 (fit + PDF) +0.0014
�0.0001 (scale)

NNPDF3.1 0.1140 ± 0.0033 (fit + PDF) +0.0021
�0.0002 (scale)

CT14 0.1148 ± 0.0032 (fit + PDF) +0.0018
�0.0002 (scale)

MMHT14 0.1151 ± 0.0035 (fit + PDF) +0.0020
�0.0002 (scale)

The values of aS(mZ) obtained using different PDF sets are consistent among each other and are
in agreement with the world-average value [29] within the uncertainties, although suggesting
a smaller value of aS(mZ). The value of aS(mZ) is also in good agreement with the recent
result of the analysis in Ref. [84] of jet production in deep-inelastic scattering using the NNLO
calculation by the H1 experiment, and is of comparable precision.

The same procedure is used to extract mt(mt) by fixing aS(mZ) to the nominal value at which
the used PDF is evaluated. The fit is performed by varying mt(mt) in a 5-GeV range around
the central value used in each PDF. The uncertainties related to the variation of aS(mZ) in the
PDF are estimated by repeating the fit using the PDF eigenvectors with aS(mZ) varied within
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its uncertainty, as provided by NNPDF3.1nnlo, MMHT2014nnlo, and CT14nnlo. In the case
of ABMP16nnlo, the value of aS(mZ) is a free parameter in the PDF fit and its uncertainty is
implicitly included in the ABMP16nnlo PDF uncertainty eigenvectors. The resulting mt(mt)
values are summarized in Table 6, where the fit uncertainty corresponds to the precision of
the stt measurement. The results obtained with different PDF sets are in agreement, although
the ABMP16nnlo PDF set yields a systematically lower value. This difference is expected and
has its origin in a larger value of aS(mZ) = 0.118 assumed in the NNPDF3.1, MMHT2014, and
CT14 PDFs.

Table 6: Values of mt(mt) obtained from the comparison of the stt measurement with the NNLO
predictions using different PDF sets. The first uncertainty shown comes from the experimental,
PDF, and aS(mZ) uncertainties, and the second from the variation in the renormalization and
factorization scales.

PDF set mt(mt) [GeV]
ABMP16 161.6 ± 1.6 (fit + PDF + aS) +0.1

�1.0 (scale)
NNPDF3.1 164.5 ± 1.6 (fit + PDF + aS) +0.1

�1.0 (scale)
CT14 165.0 ± 1.8 (fit + PDF + aS) +0.1

�1.0 (scale)
MMHT14 164.9 ± 1.8 (fit + PDF + aS) +0.1

�1.1 (scale)

The values of mt(mt) are in agreement with those originally used in the evaluation of each PDF
set. The results are shown in Fig. 12 for the four different PDFs used.

CMS 35.9 fb-1 (13 TeV)

σtt
_
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αS(mZ) = 0.1160

NNPDF3.1nnlo
αS(mZ) = 0.1181

MMHT14nnlo
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CT14nnlo
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mt(mt) [  GeV ]
150 152 154 156 158 160 162 164 166 168 170

Figure 12: Values of mt(mt) obtained from comparing the stt measurement to the theoretical
NNLO predictions using different PDF sets. The inner horizontal bars on the points repre-
sent the quadratic sum of the experimental, PDF, and aS(mZ) uncertainties, while the outer
horizontal bars give the total uncertainties.

The dependence of the aS(mZ) result on the assumption on mt(mt) is investigated for each PDF
by performing the c2(aS) scan for ten values of mt(mt) varying from 160.5 to 165.0 GeV. A
linear dependence is observed, as shown in Fig. 13.
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Figure 13: Values of aS(mZ) obtained in the comparison of the stt measurement to the NNLO
prediction using different PDFs, as a function of the mt(mt) value used in the theoretical cal-
culation. The results from using the different PDFs are shown by the bands with different
shadings, with the band width corresponding to the quadratic sum of the experimental and
PDF uncertainties in aS(mZ). The resulting measured values of aS(mZ) are shown by the dif-
ferent style points at the mt(mt) values used for each PDF. The inner vertical bars on the points
represent the quadratic sum of the experimental and PDF uncertainties in aS(mZ), while the
outer vertical bars show the total uncertainties.
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value of mMC
t , in turn, can be compared to the results of direct measurements using, e.g. kine-

matic fits [31].

In contrast to the stt measurement presented in Section 6, the sensitivity of the simultaneous
fit to mMC

t is maximized by introducing a new observable: the minimum invariant mass mmin
lb ,

which is defined as the smallest invariant mass found when combining the charged leptons
with the b jets in an event. To minimize the impact from background, only the e±µ⌥ sample
is used. The simultaneous fit of stt and mMC

t is performed in 12 mutually exclusive categories,
according to the number of b-tagged jets and of additional non-b-tagged jets in the event. The
same observables as in Fig. 4 are used as input to the fit, where the jet pT spectrum is replaced
by the mmin

lb distribution in categories with at least one b-tagged jet, as shown in Fig. 8.

To construct the templates describing the dependence of the final-state distributions on mMC
t ,

separate MC simulation samples of tt and tW production are used in which mMC
t is varied in

the range mMC
t = 172.5 ± 3 GeV. The data and MC samples, the event selection, the modelling

of the systematic uncertainties, and the fit procedure are identical to those described in Sec-
tion 4. In the simultaneous fit, the same systematic uncertainties are included as in a previous
CMS measurement [31] of the mMC

t . The results of the two measurements are thus directly
comparable.

Comparisons of the data and the prediction from the MC simulation before and after the fit are
presented in Figs. 8 and 9, respectively. Good agreement is found in both cases.

The result of the fit is found to be stable against the choice of the fit distributions, and the
introduction of the mmin

lb distribution was confirmed not to alter the final result on stt or the
behaviour with respect to the nuisance parameters. The procedure is calibrated by performing
fits where data is replaced by simulations with different mMC

t hypotheses: full closure of the
method is obtained and no additional correction is applied. The effect of the statistical uncer-
tainty in the simulation on the fit results is estimated as explained in Section 4 and is considered
as an additional uncertainty. The results for stt and mMC

t are

stt = 815 ± 2 (stat) ± 29 (syst) ± 20 (lumi) pb,

mMC
t = 172.33 ± 0.14 (stat) +0.66

�0.72 (syst) GeV.

The value for the cross section is in good agreement with the result obtained for a fixed value of
mMC

t = 172.5 GeV, reported in Section 6. The correlation between the two parameters is found
to be 12%.

The results of the simultaneous fit to stt and mMC
t are summarized in Tables 2 and 3, respec-

tively, together with the contribution of each systematic uncertainty to the total uncertainty.
Normalized pulls and constraints of the nuisance parameters related to modelling uncertain-
ties are shown in Fig. 10. The nuisance parameters displayed in this figure show similar trends
to those in Fig. 7, described above. Here, the constraints on the nuisance parameters tend to be
less stringent because only data in the e±µ⌥ channel are used to determine the two parameters
of interest, using mostly the mmin

lb spectra in place of the jet pT distributions within the jet and
b-tagged jet categories.

As a cross-check, a measurement of mMC
t is performed by fitting a single mmin

lb distribution
containing all events with at least one b-tagged jet. The resulting value is mMC

t = 171.92 ±
0.13 (stat) +0.76

�0.77 (syst) GeV. Since the uncorrelated uncertainty with respect to the main result is
estimated to be at least 0.54 GeV, which is larger than the difference between the two measure-
ments, the two results are in good agreement.
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9 Extraction of mt in the pole mass scheme
The extraction of mt is repeated in the pole mass scheme using the TOP++ 2.0 program [51],
which employs the calculation of stt at NNLO, improved by the NNLL soft-gluon resumma-
tion. The results are summarized in Table 7. The scale variation uncertainties are estimated in
the same way as in the case of the mt(mt) extraction. These uncertainties are larger than those
determined in the MS scheme. This is because of the better convergence of the perturbative
series when using the MS renormalization scheme in the calculation of stt.

Table 7: Values of mpole
t obtained by comparing the stt measurement with predictions at

NNLO+NNLL using different PDF sets.

PDF set mpole
t [GeV]

ABMP16 169.9 ± 1.8 (fit + PDF + aS) +0.8
�1.2 (scale)

NNPDF3.1 173.2 ± 1.9 (fit + PDF + aS) +0.9
�1.3 (scale)

CT14 173.7 ± 2.0 (fit + PDF + aS) +0.9
�1.4 (scale)

MMHT14 173.6 ± 1.9 (fit + PDF + aS) +0.9
�1.4 (scale)

10 Summary
A measurement of the top quark-antiquark pair production cross section stt by the CMS Col-
laboration in proton-proton collisions at a centre-of-mass energy of 13 TeV is presented, corre-
sponding to an integrated luminosity of 35.9 fb�1. Assuming a top quark mass in the simulation
of mMC

t = 172.5 GeV, a visible cross section is measured in the fiducial region using dilepton
events (e±µ⌥, µ+µ�, e+e�) and then extrapolated to the full phase space. The total tt produc-
tion cross section is found to be stt = 803± 2 (stat)± 25 (syst)± 20 (lumi) pb. The measurement
is in good agreement with the theoretical prediction calculated to next-to-next-to-leading order
in perturbative QCD, including soft-gluon resummation to next-to-next-to-leading logarithm.

The measurement is repeated including mMC
t as an additional free parameter in the fit. This

yields a cross section of stt = 815 ± 2 (stat) ± 29 (syst) ± 20 (lumi) pb and a value of mMC
t =

172.33 ± 0.14 (stat) +0.66
�0.72 (syst) GeV, in good agreement with previous measurements. The value

of stt obtained in the simultaneous fit is further used to extract the values of the top quark mass
and the strong coupling constant at next-to-next-to-leading order in the minimal subtraction
renormalization scheme, as well as the value of the top quark pole mass for different sets of
parton distribution functions.
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Study of Excited Bs States
✦ New analysis based on 2012 data @ 8 TeV studying p-wave, 

in particular Bs1 (js = 3/2, JP = 1+), B*s2 (js = 3/2, JP = 2+) 
[observed by CDF, D0, and later LHCb]

๏ First observation of B*s2 → B0Ks0 is observed for the first time with 

6.3σ significance; a 3.7σ evidence for  Bs1 → B*0Ks0 is also seen

๏ The following branching fraction ratios were measured:


๏ Also measured mass differences:

�34
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obtained by repeating the baseline fit with the resolution increased or decreased by this value.
The largest deviation in the measured natural width with respect to the baseline value is used
as a systematic uncertainty.

The systematic uncertainties related to the invariant mass resolution are estimated in the same
way as in the previous subsections and are found to be up to 0.007 MeV for the mass differences
and 0.2 MeV for the natural width. This source of uncertainty is conservatively considered to
be uncorrelated with the systematic uncertainty related to a possible detector misalignment.

These systematic uncertainties are summarized in Table 5, together with the total systematic
uncertainties, calculated by summing in quadrature the different contributions. It was checked
that the mass of the B+ meson, measured in the B+ ! J/yK+ decay, is consistent with the
world-average value, after taking into account the systematic uncertainties related to the shift
from the reconstruction and possible detector misalignment.

Table 5: Systematic uncertainties (in MeV) in the measured mass differences and natural width.
The B⇤

s2 width is measured only in the B+K� channel.

Source DM
±
B⇤

s2
DM

±
Bs1

DM
0
B⇤

s2
DM

0
Bs1

MB0 � MB+ MB⇤0 � MB⇤+ GB⇤
s2

mB+p� distribution model 0.024 0.008 — — 0.024 0.008 0.11
mB+K� distribution model 0.011 0.043 — — 0.011 0.043 0.11
mB0K0

S
distribution model — — 0.039 0.038 0.039 0.038 —

Uncertainties in M
PDG
B⇤ � M

PDG
B 0.012 0.003 0.003 0.0001 0.012 0.003 0.03

Shift from reconstruction 0.056 0.044 0.050 0.042 0.075 0.061 —
Detector misalignment 0.036 0.005 0.031 0.006 0.038 0.008 0.15
Mass resolution 0.007 0.005 0.005 0.005 0.009 0.007 0.20

Total 0.073 0.063 0.071 0.057 0.098 0.085 0.30

6 Results
The decay B⇤

s2 ! B0K0
S is observed for the first time with a corresponding statistical significance

of 6.3 standard deviations. The first evidence (3.9 standard deviations) for the decay Bs1 !
B⇤0K0

S is found. In the measurements presented below of the relative branching fractions, cross
sections multiplied by branching fractions, masses, mass differences, and natural width, the
first uncertainty is statistical, the second is systematic, and if there is a third, it is related to
the uncertainties in the world-average values of the branching fractions, masses, and mass
differences [12].

Formulae (1)–(4) are used with the branching fractions [12] B(B+ ! J/yK+) = (1.026 ±
0.031) 10�3, B(B0 ! J/yK⇤0) = (1.28 ± 0.05) 10�3, B(K⇤0 ! K+p�) = (0.99754 ± 0.00021),
and B(K0

S ! p+p�) = (0.6920 ± 0.0005) to determine the following ratios of branching frac-
tions:

R
0±
2 =

B(B⇤
s2 ! B0K0

S )

B(B⇤
s2 ! B+K�)

= 0.432 ± 0.077 ± 0.075 ± 0.021,

R
0±
1 =

B(Bs1 ! B⇤0K0
S )

B(Bs1 ! B⇤+K�)
= 0.49 ± 0.12 ± 0.07 ± 0.02,

R
±
2⇤ =

B(B⇤
s2 ! B⇤+K�)

B(B⇤
s2 ! B+K�)

= 0.081 ± 0.021 ± 0.015,

R
0
2⇤ =

B(B⇤
s2 ! B⇤0K0

S )

B(B⇤
s2 ! B0K0

S )
= 0.093 ± 0.086 ± 0.014.
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The ratio R
0±
2 is in good agreement with the theoretical predictions of about 0.43 [22, 23], while

the ratio R
0±
1 is 2.5 standard deviations away from the theoretical prediction of 0.23 [22], which,

however, has no uncertainty estimate. The third ratio is in agreement with the measurements
of LHCb [5] and CDF [6]: 0.093 ± 0.013 ± 0.012 and 0.10 ± 0.03 ± 0.02, respectively. It is also
consistent with the theoretical predictions [22–25]. The fourth ratio is a new result.

In addition, using Eqs. (5)–(6), the ratios of production cross sections times branching fractions
are measured:

R
±
s =

s(pp ! Bs1X)B(Bs1 ! B⇤+K�)
s(pp ! B⇤

s2X)B(B⇤
s2 ! B+K�)

= 0.233 ± 0.019 ± 0.018,

R
0
s =

s(pp ! Bs1X)B(Bs1 ! B⇤0K0
S )

s(pp ! B⇤
s2X)B(B⇤

s2 ! B0K0
S )

= 0.266 ± 0.079 ± 0.063.

The value of R
±
s was previously determined by LHCb to be 0.232 ± 0.014 ± 0.013 [5] at

p
s =

7 TeV and in a different pseudorapidity region, consistent with the result presented here.

The following mass differences are obtained:

DM
±
B⇤

s2
= M(B⇤

s2)� M
PDG
B+ � M

PDG
K� = 66.87 ± 0.09 ± 0.07 MeV,

DM
0
B⇤

s2
= M(B⇤

s2)� M
PDG
B0 � M

PDG
K0

S
= 62.37 ± 0.48 ± 0.07 MeV,

DM
±
Bs1

= M(Bs1)� M
PDG
B⇤+ � M

PDG
K� = 10.45 ± 0.09 ± 0.06 MeV,

DM
0
Bs1

= M(Bs1)� M
PDG
B⇤0 � M

PDG
K0

S
= 5.61 ± 0.23 ± 0.06 MeV.

The first two mass differences are in good agreement with LHCb [5] and CDF [6] results (see
Table 1). Using these two measurements, the world-average masses of the B+ and K� mesons,
and the mass difference M

PDG
B⇤+ � M

PDG
B+ , the B(⇤)

s1,2 masses are determined:

M(B⇤
s2) = 5839.86 ± 0.09 ± 0.07 ± 0.15 MeV,

M(Bs1) = 5828.78 ± 0.09 ± 0.06 ± 0.28 MeV.

The measured masses in the B0K0
S channel are consistent with our results using the B+K� chan-

nel but have significantly larger uncertainties.

Using the mass-difference measurements above, the mass differences between the neutral and
charged B and B⇤ mesons are found to be:

MB0 � MB+ = 0.57 ± 0.49 ± 0.10 ± 0.02 MeV,
MB⇤0 � MB⇤+ = 0.91 ± 0.24 ± 0.09 ± 0.02 MeV.

The first mass difference result is consistent with the significantly more precise world-average
value of 0.31 ± 0.06 MeV [12]. There are no previous measurements of MB⇤0 � MB⇤+ , and this
paper presents a new method to measure both of these mass differences.

Lastly, the natural width of the B⇤
s2 meson is determined to be

GB⇤
s2
= 1.52 ± 0.34 ± 0.30 MeV,

consistent with the results of LHCb [5] and CDF [6] (see Table 1).
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Figure 3: Invariant mass distributions of (a) B+K� and (b) B0K0
S candidates with the results of

the fit overlaid. The points represent the data, the thick solid curves are the results of the overall
fits, and the thin solid lines display the signal contributions. The short-dashed lines show the
combinatorial background contributions. The long-dashed lines show: in (a) the contributions
from excited B0 meson decays, and in (b) the contributions from swapping K± ! p± in the
reconstruction of the B0 mesons.

Table 2: The observed signal yields (N), natural widths (G), and mass differences from the fits
to the mBK distributions in data. The uncertainties are statistical only.

B+K� B0K0
S

N(B⇤
s2 ! BK) 5424 ± 269 128 ± 22

N(B⇤
s2 ! B⇤K) 455 ± 119 12 ± 11

N(Bs1 ! B⇤K) 1329 ± 83 34.5 ± 8.3

G(B⇤
s2) [MeV] 1.52 ± 0.34 2.1 ± 1.3

G(Bs1) [MeV] 0.10 ± 0.15 0.4 ± 0.4

M(B⇤
s2)� M

PDG
B � M

PDG
K [MeV] 66.93 ± 0.09 62.42 ± 0.48

M(Bs1)� M
PDG
B⇤ � M

PDG
K [MeV] 10.50 ± 0.09 5.65 ± 0.23

Fig. 3(b). There is a significant peak at about 5840 MeV and a smaller one at 5781 MeV, corre-
sponding to the decays B⇤

s2 ! B0K0
S and Bs1 ! B⇤0K0

S , respectively. The contribution from the
B⇤

s2 ! B⇤0K0
S decay, also shown in Fig. 3(b) at 5795 MeV, is not statistically significant. However,

it is still included in the fit model described below.

The decays B⇤
s2 ! B0K0

S , B⇤
s2 ! B⇤0K0

S , and Bs1 ! B⇤0K0
S are modelled using three D-wave

RBW functions convolved with double-Gaussian resolution functions whose parameters are
fixed according to the simulation. The masses and natural widths are free parameters in the fit.
Similarly to the B+K� final state, if the photon from B⇤0 decay is lost and only the B0K0

S mass
is reconstructed, the peak position is simply shifted by the mass difference M

PDG
B⇤0 � M

PDG
B0 =

45.18± 0.23 MeV [12]. Studies on simulated events show that when the kaon and the pion from
the B0 ! J/yK+p� decay are exchanged, the three decays mentioned above produce narrow
peaks at the same mass values as the signal peaks. In order to account for these KPS contri-
butions, three additional RBW functions, convolved with double-Gaussian shapes, are added,
where the parameters of these Gaussians are fixed to the values obtained in the simulation and
the yields are fixed relative to the signal yields using the mistagging probability found in the
fit to the B0 invariant mass distribution. A function of the form (x � x0)a

Pn(x) is used to de-
scribe the combinatorial background, where x ⌘ mB0K0

S
, x0 is the threshold value, and n = 1.
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The ratio R
0±
2 is in good agreement with the theoretical predictions of about 0.43 [22, 23], while

the ratio R
0±
1 is 2.5 standard deviations away from the theoretical prediction of 0.23 [22], which,

however, has no uncertainty estimate. The third ratio is in agreement with the measurements
of LHCb [5] and CDF [6]: 0.093 ± 0.013 ± 0.012 and 0.10 ± 0.03 ± 0.02, respectively. It is also
consistent with the theoretical predictions [22–25]. The fourth ratio is a new result.
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= 0.233 ± 0.019 ± 0.018,
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s(pp ! Bs1X)B(Bs1 ! B⇤0K0
S )

s(pp ! B⇤
s2X)B(B⇤

s2 ! B0K0
S )

= 0.266 ± 0.079 ± 0.063.

The value of R
±
s was previously determined by LHCb to be 0.232 ± 0.014 ± 0.013 [5] at

p
s =

7 TeV and in a different pseudorapidity region, consistent with the result presented here.

The following mass differences are obtained:
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K� = 66.87 ± 0.09 ± 0.07 MeV,
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= 62.37 ± 0.48 ± 0.07 MeV,
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K� = 10.45 ± 0.09 ± 0.06 MeV,

DM
0
Bs1

= M(Bs1)� M
PDG
B⇤0 � M

PDG
K0

S
= 5.61 ± 0.23 ± 0.06 MeV.

The first two mass differences are in good agreement with LHCb [5] and CDF [6] results (see
Table 1). Using these two measurements, the world-average masses of the B+ and K� mesons,
and the mass difference M

PDG
B⇤+ � M

PDG
B+ , the B(⇤)

s1,2 masses are determined:

M(B⇤
s2) = 5839.86 ± 0.09 ± 0.07 ± 0.15 MeV,

M(Bs1) = 5828.78 ± 0.09 ± 0.06 ± 0.28 MeV.

The measured masses in the B0K0
S channel are consistent with our results using the B+K� chan-

nel but have significantly larger uncertainties.

Using the mass-difference measurements above, the mass differences between the neutral and
charged B and B⇤ mesons are found to be:

MB0 � MB+ = 0.57 ± 0.49 ± 0.10 ± 0.02 MeV,
MB⇤0 � MB⇤+ = 0.91 ± 0.24 ± 0.09 ± 0.02 MeV.

The first mass difference result is consistent with the significantly more precise world-average
value of 0.31 ± 0.06 MeV [12]. There are no previous measurements of MB⇤0 � MB⇤+ , and this
paper presents a new method to measure both of these mass differences.

Lastly, the natural width of the B⇤
s2 meson is determined to be

GB⇤
s2
= 1.52 ± 0.34 ± 0.30 MeV,

consistent with the results of LHCb [5] and CDF [6] (see Table 1).
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Figure 3: Invariant mass distributions for the y muon pairs (left) and for y `+`� (right), for
Z ! y µ+µ� (upper) and Z ! y e+e� (lower) candidates. In each histogram the data are
represented by the points, with the vertical bars showing the statistical uncertainties, and the
solid curve is the overall fit to the data. The shaded region corresponds to the signal yield,
while the long-dashed lines are the y meson signal from the Z boson background (left) and
the Z boson signal from the y meson background (right). The short-dashed line represents the
combinatorial background.

which is a yield parameter multiplying a component pdf of the form f (mµ+µ�)g(mµ+µ�`+`�).
The four terms account for the Z ! y `+`� signal and the backgrounds from: Z ! `+`�

accompanied by nonresonant µ+µ�; nonresonant J/y`+`�; and nonresonant µ+µ�`+`�. The
pdf for the J/y ! µ+µ� invariant mass distribution is a Gaussian function of mµ+µ� with
the mean fixed to the J/y meson mass [17] and the width as a free parameter of the fit. The
Z ! µ+µ�`+`� pdf is a Breit–Wigner function of mµ+µ�`+`� with its central value and width
fixed to the mass and width of the Z boson [17], convolved with a Gaussian function whose
width is a free parameter. The pdfs for the continuum background in each dimension of the
fit, representing backgrounds that are both peaking and nonpeaking in the orthogonal dimen-
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represented by the points, with the vertical bars showing the statistical uncertainties, and the
solid curve is the overall fit to the data. The shaded region corresponds to the signal yield,
while the long-dashed lines are the y meson signal from the Z boson background (left) and
the Z boson signal from the y meson background (right). The short-dashed line represents the
combinatorial background.
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the mean fixed to the J/y meson mass [17] and the width as a free parameter of the fit. The
Z ! µ+µ�`+`� pdf is a Breit–Wigner function of mµ+µ�`+`� with its central value and width
fixed to the mass and width of the Z boson [17], convolved with a Gaussian function whose
width is a free parameter. The pdfs for the continuum background in each dimension of the
fit, representing backgrounds that are both peaking and nonpeaking in the orthogonal dimen-

G
re

g 
La

nd
sb

er
g 

- R
ec

en
t R

es
ul

ts
 fr

om
 C

M
S 

- B
or

m
io

 2
01

9

1

1 Introduction
Although the Z boson was discovered more than 30 years ago [1], very few exclusive de-
cay channels outside of the dilepton final states have been observed. In particular, for ra-
diative dilepton decays the experimental evidence comprises an upper limit on the channel
Z ! `+`�g, where ` = µ, e [2], and observations of nonresonant Z decays to four leptons [3–
7]. Possible resonant structure in the four-lepton final state has yet to be investigated. The high
production rates of the Z boson at the LHC facilitate the study of rare decay channels such as
Z ! J/y g, Z ! V `+`�, and Z ! V V, where V is a vector meson with J

PC = 1��. In this pa-
per we present the observation of the decay of the Z boson to a J/y meson and two oppositely
charged same-flavor leptons.

The Z ! V `+`� process has been described and studied in various theoretical papers [8–14].
For the case where V = J/y, the branching fraction B(Z ! J/y `+`�) is calculable within the
standard model. The dominant diagram is the QED radiative process illustrated in Fig. 1, with
the g⇤–V transition strength taken from the V ! `+`� electromagnetic decays. The results
cover the range (6.7–7.7) ⇥ 10�7 [8, 9]. The measurement of this branching fraction can be
valuable for the calculation of the fragmentation function for a virtual lepton to split into a J/y
meson, as well as for the evaluation of potential backgrounds to Higgs decays into quarko-
nia [15, 16] or searches for new physics [17].

Figure 1: Leading-order diagram for the Z ! J/y `+`� process.

Although the Z ! J/y `+`� rate is predicted to be low, final states including leptons and vec-
tor mesons offer a clean signal. This analysis uses proton-proton collision data recorded by the
CMS experiment at a center-of-mass energy of 13 TeV, corresponding to an integrated luminos-
ity of 35.9 fb�1. Using this data set we report the first observation of the Z ! y `+`� decay
channel, where y is the sum of J/y and y(2S) ! J/y X. We measure the ratio of the branching
fraction of this decay to that of the normalisation decay Z ! µ+µ�µ+µ� to take advantage of
a partial cancellation of systematic uncertainties.

2 The CMS detector
The CMS experiment features a superconducting solenoid providing a magnetic field of 3.8 T.
The solenoid encloses a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic
calorimeter, and a brass and scintillator hadron calorimeter. Muons are reconstructed using the
tracker together with gas-ionisation detectors (drift tubes, cathode strip chambers and resis-
tive plate chambers) embedded in the steel flux-return yoke outside the solenoid, covering a
range of |h| < 2.4 [18]. Electrons are reconstructed using information from the electromagnetic
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Abstract

The observation is presented of the Z boson rare decay to a y meson and two op-
positely charged same-flavor leptons, `+`�, where y represents the sum of J/y and
y(2S) ! J/y X, and ` = µ, e. The data sample of proton-proton collisions at a center-
of-mass energy of 13 TeV corresponds to an integrated luminosity of 35.9 fb�1 accu-
mulated by the CMS experiment at the CERN LHC. The signal is observed with a
significance in excess of 5 standard deviations. Removing contributions from y(2S)
decays to J/y, the signal is interpreted as being entirely from Z ! J/y `+`�, with its
fiducial branching fraction relative to that of the decay Z ! µ+µ�µ+µ� measured to
be

B(Z ! J/y `+`�)
B(Z ! µ+µ�µ+µ�)

= 0.70 ± 0.18 (stat)± 0.05 (syst).

This result is obtained with the assumption of no J/y polarization. Extreme polar-
ization scenarios give a variation of the fiducial branching fraction measurement of
(�22 to +24)%.
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Table 2: The contributions to the systematic uncertainty in the ratio of branching fractions for
the prompt muon, prompt electron, and combined samples, in percent. The last row gives the
sum in quadrature of all components.

Source of uncertainty RJ/yµ+µ� RJ/ye+e� RJ/y`+`�

Z boson signal shape 0.8 0.8 0.8
Z boson background shape 6.9 0.5 3.7
J/y meson signal shape 4.8 2.0 2.8
J/y meson background shape 1.5 1.5 1.1
Fit procedure 3.0 8.4 4.2
Reconstruction efficiency 0.9 5.9 4.0
MC sample size 0.7 0.8 0.5
Z boson decay model 0.7 1.6 0.8
y(2S) feed-down 0.3 0.3 0.3

Total 9.2 10.8 7.6

RJ/y `+`� , for the phase-space region defined in Table 1:

RJ/y `+`� = 0.67 ± 0.18 (stat) ± 0.05 (syst).

Assuming that the factors applied to extrapolate the signal and reference-channel branching
fractions from the phase space defined in Table 1 to the full phase space approximately cancel
in the ratio, we use the measured value of B(Z ! µ+µ�µ+µ�) = (1.20 ± 0.08)⇥ 10�6 [4] for
m(µ+µ�) > 4 GeV to obtain an estimate for B(Z ! J/y `+`�) of 8 ⇥ 10�7. This estimate is
consistent with standard model predictions of (6.7 ± 0.7)⇥ 10�7 [10] and 7.7 ⇥ 10�7 [11].

The factors that extrapolate the fiducial measurements to the full phase space depend on the Z
boson decay matrix element, which determines the angular distributions of the muons coming
from the y meson and the prompt leptons. Computing those factors assuming that the y is
transversely or longitudinally polarized in the helicity frame (lq = ±1) [37] leads to a full
phase space branching fraction ratio that differs by less than 25% from the unpolarized result.

In summary, a new decay mode of the Z boson into a y meson, where y represents the con-
tributions from direct J/y and y(2S) ! J/y X, and an additional pair of leptons (muons or
electrons), is observed with a statistical significance greater than 5 standard deviations. Using
data from proton-proton collisions collected with the CMS detector at

p
s = 13 TeV, corre-

sponding to an integrated luminosity of 35.9 fb�1, 13.0 ± 3.9 events of the Z ! y µ+µ� and
11.2 ± 3.4 events of the Z ! y e+e� decay are obtained. This is the first observed Z boson
decay to a vector meson and two oppositely charged same-flavor leptons. The ratio of the
branching fraction for this decay to the one for the reference channel Z ! µ+µ�µ+µ� in the
fiducial phase space of the measurement, as defined in Table 1, after subtracting the y(2S)
feed-down, is RJ/y `+`� = 0.67 ± 0.18 (stat) ± 0.05 (syst). Using the known branching fraction
for Z ! µ+µ�µ+µ� results in a branching fraction for Z ! J/y `+`� consistent with standard
model predictions.
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Combined significance: 5.7σ

✦ Observation of the Z → ψƖ+Ɩ-, ψ = J/ψ + ψ(2S)  
decay in the 4μ + 2μ2e modes


✦ B(Z → ψƖ+Ɩ-) ≈ 8 x 10-7, consistent w/ theoretical  
predictions of (6.7-7.7) x 10-7
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Observation of χbJ(3P)
✦ First observation of excited, 3P χbJ states, J = 1, 2 via Υ(3S)γ 

decays using 2015-2017 data
✦ Detect low-pT photons using conversions into e+e- pairs
✦ Achieved an unprecedented 5 MeV resolution in mass, and 

measured mass difference to be: ΔM = 10.60 ± 0.64 ± 0.17 MeV
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Figure 3: The invariant mass distributions of the cbJ ! U(nS) g candidates (n = 1, 2, 3), after
the PES correction. The inset shows the cb1(1P) and cb1(2P) masses fitted before (open squares)
and after (filled circles) the PES correction, with vertical bars representing the statistical uncer-
tainties. The world-average values [33] are shown by the horizontal bands, with dashed lines
representing their total uncertainties.
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Figure 4: The invariant mass distribution of the cbJ(3P) ! U(3S) g candidates. The vertical
bars are the statistical uncertainties. The curves represent the fitted contributions of the two
signal peaks, the background, and their sum.

10.4 GeV. The cb1(3P) and cb2(3P) signal peaks are modeled with a double-sided Crystal Ball
function [34], which complements a Gaussian core with low- and high-mass power-law tails,
defined by the transition points (aL,H) and the power-law exponents (nL,H). The tails of the
signal functions, identical for both peaks, are defined by the parameters nL = 3 and aL = 0.6,
for the low-mass tail, and by nH = 2 and aH = 1.4, for the high-mass tail. These values reflect
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defined by the transition points (aL,H) and the power-law exponents (nL,H). The tails of the
signal functions, identical for both peaks, are defined by the parameters nL = 3 and aL = 0.6,
for the low-mass tail, and by nH = 2 and aH = 1.4, for the high-mass tail. These values reflect
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Supercemetery?
✦ At first glance, the TeV scale SUSY is simply not there: strongly 

produced superpartners of gluons and quarks, gluinos and 
squarks, have been excluded to ~2 and ~1 TeV, respectively...

�38 0 250 500 750 1000 1250 1500 1750 2000

mass scale [GeV]

g̃! qq�̃0
2 ! qqH/Z�̃0

1

g̃! qq�̃0
2 ! qqH�̃0

1

g̃! qq�̃±1 ! qqW�̃0
1

g̃! qq(�̃±1 /�̃0
2)! qq(W/Z)�̃0

1
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1

g̃! (tt�̃0
1/bb�̃0

1/tb�̃±1 ! tb↵ 0�̃0
1)
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1

g̃! tt̃! tc�̃0
1

g̃! tt̃! tt�̃0
1

g̃! tt�̃0
1

0`: arXiv:1712.08501 BF = 50%

0`: arXiv:1712.08501

2` same-sign: arXiv:1704.07323 �M�̃±1
= 20 GeV

2` same-sign: arXiv:1704.07323 x = 0.5

1`: arXiv:1709.09814 x = 0.5

� 3`: arXiv:1710.09154 BF(�̃±1 :�̃0
2) = 2:1, x = 0.5

0`: arXiv:1704.07781 BF(�̃±1 :�̃0
2) = 2:1, x = 0.5

0`: arXiv:1705.04650;1704.07781,1802.02110

0`: arXiv:1705.04650;1704.07781,1802.02110

0`: arXiv:1710.11188 �M�̃±1
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2` same-sign: arXiv:1704.07323 �M�̃±1
= 5 GeV
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1
= 200 GeV

2` same-sign: arXiv:1704.07323 �Mt̃ = 20 GeV

0`: arXiv:1710.11188 �Mt̃ = 20 GeV

2` same-sign: arXiv:1704.07323 �Mt̃ = Mt, M�̃0
1

= 400 GeV

1`: arXiv:1705.04673 �Mt̃ = Mt, M�̃0
1

= 400 GeV

0`: arXiv:1710.11188 �Mt̃ = Mt, M�̃0
1

= 400 GeV

� 3`: arXiv:1710.09154

2` same-sign: arXiv:1704.07323

1`: arXiv:1705.04673;1709.09814

0`: arXiv:1710.11188;1704.07781,1705.04650,1802.02110

pp! g̃g̃

Overview of SUSY results: gluino pair production

July 2018CMS

36 fb�1 (13 TeV)

Selection of observed limits at 95% C.L. (theory uncertainties are not included). Probe up to the quoted mass limit for light LSPs unless stated otherwise.
The quantities �M and x represent the absolute mass di↵erence between the primary sparticle and the LSP, and the di↵erence between the intermediate
sparticle and the LSP relative to �M , respectively, unless indicated otherwise.
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� 3`: arXiv:1710.09154 M�̃0
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0`: arXiv:1707.03316�M < 80 GeV (max. exclusion), x = 0.5
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1`: arXiv:1706.04402

0`: arXiv:1705.04650;1707.03316 �M�̃±1
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pp! t̃t̃

Overview of SUSY results: squark pair production

July 2018CMS

36 fb�1 (13 TeV)

Selection of observed limits at 95% C.L. (theory uncertainties are not included). Probe up to the quoted mass limit for light LSPs unless stated otherwise.
The quantities �M and x represent the absolute mass di↵erence between the primary sparticle and the LSP, and the di↵erence between the intermediate
sparticle and the LSP relative to �M , respectively, unless indicated otherwise.
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Read the Fine Print!
✦ Keep in mind that:


๏ Searches typically assume 
100% branching fraction in 
a particular channel


๏ Many searches assume 
mass degeneracy between 
various SUSY particles, 
e.g., squarks of different 
generation


๏ Interpretation is usually 
done via simplified model 
framework, not in the full 
model�39
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Read the Fine Print!
✦ Keep in mind that:


๏ Searches typically assume 
100% branching fraction in 
a particular channel


๏ Many searches assume 
mass degeneracy between 
various SUSY particles, 
e.g., squarks of different 
generation


๏ Interpretation is usually 
done via simplified model 
framework, not in the full 
model�39
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Pulling all the Stops!
✦ Top quark partner ("stop") is expected to be light, if SUSY offers a 

natural solution to the hierarchy problem

๏ Not surprisingly, a lot of effort went into top squark searches


✦ With the top squark masses excluded as high as ~1 TeV, a paradigm 
shift in filling gaps at low masses, via challenging 3- and 4-body 
decays

�40
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Search for 4-body Stop Decays
✦ Require at least one soft lepton 

(30 > pT > 3.5-5 GeV) and a hard 
ISR jet to aid the efficiency and 
triggering
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plane. The colour shading corresponds to the observed limit on the cross section. The solid
(dashed) lines show the observed (expected) mass limits, derived using the expected top squark
pair production cross section. The thick lines representing the central values and the thin lines
the variations due to the theoretical (experimental) uncertainties.
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Search for Light Top Squarks
✦ A particularly challenging case is when the mass of  

the top squark is nearly degenerate with the sum of  
the top quark and neutralino masses:  


✦ In this case the neutralino is produced nearly at rest and not being 
detected, does not contribute to the missing transverse momentum

๏ Consequently, the process looks just like top quark pair production!


✦ The new analysis in the dilepton channel looks for an excess of 
events above the dominant background using shape differentiation 
offered by an MT-like variable (MT2)

�42

1

1 Introduction

The standard model (SM) of particle physics accurately describes the vast majority of the ob-
served particle physics phenomena. However, there are several open problems that cannot be
explained by the SM, such as the hierarchy problem, the need for fine tuning to explain the
large difference between the electroweak and the Planck scale [1, 2], and the lack of a candidate
particle that explains the nature of dark matter in cosmological and astrophysical observa-
tions [3, 4]. Supersymmetry (SUSY) [5–13] is a well-motivated extension of the SM that pro-
vides a technically natural [14, 15] solution to both of these problems, through the introduction
of an additional symmetry between bosons and fermions. In SUSY models, large quantum loop
corrections to the masses of the Higgs bosons, mainly produced by the top quark, are mostly
cancelled by the one produced by its SUSY partner, the top squark (et1), if their masses are close
in value. Similar cancellations occur for other particles, resulting in a natural solution to the
hierarchy problem. Furthermore, SUSY introduces a new quantum number, R-parity [16], that
distinguishes between SUSY and SM particles. If R-parity is conserved [16], top squarks are
produced in pairs and the lightest SUSY particle is stable, which if neutral (ec0

1) provides a good
candidate for dark matter. The lighter SUSY particles may have masses close to those of the
SM particles, and therefore could be produced in proton-proton (pp) collisions within the en-
ergy reach of the CERN LHC. In certain scenarios the lightest top squarks are expected to have
a mass (met1

) close to the top quark mass (mt), leading to a natural solution to the hierarchy
problem [14, 15, 17].

This paper presents a search for the production of a pair of scalar top partners and neutralinos
that are degenerate or nearly degenerate in mass with the top quark (met1

� mec0
1
' mt), using

events produced in pp collisions at a centre-of-mass energy of 13 TeV recorded with the CMS
detector at the LHC. A data sample collected during 2016 and corresponding to an integrated
luminosity of 35.9 fb�1 is used.

Top squarks in this search are assumed to decay aset1 ! tec0
1, as shown in Fig. 1. In particular,

this analysis uses events in which the resulting top (anti)quark decays into a bottom (anti)quark
and a W boson that in turn decays into a lepton and a neutrino, and selects final states charac-
terized by the presence of an opposite-sign electron-muon pair.

Given that the target SUSY signal and the SM top quark pair (tt) production processes are
characterized by equivalent final states with very similar kinematics, most of the top squark
searches by the ATLAS [18–22] and CMS [23–30] Collaborations do not have enough sensitiv-
ity for observing the production of top squarks in these scenarios. Limits on the production
cross section of signals described by these models have previously been set through tt produc-
tion cross section measurements at 8 TeV by the CMS [31] and ATLAS [32, 33] Collaborations,
excluding the presence of a top squark with a mass of up to 191 GeV for a neutralino mass of
1 GeV.

The analysis is performed as a search for an excess above a large tt background, which must
be estimated precisely to attain sensitivity to the signal. Further separation is achieved by
exploiting the distribution of signal and background events in a discriminating variable (MT2).

2 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip
tracker covering the full range of the azimuthal angle 0 < j < 2p and a pseudorapidity of

2

p

p t̃1

t̃1

t

χ̃
0
1

χ̃
0
1

t

Figure 1: Diagram of the top squark pair production with further decay into a top (antitop)
quark and the lightest neutralino.

|h| < 2.5, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintil-
lator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward
calorimeters extend the pseudorapidity coverage provided by the barrel and endcap detectors.
Muons are detected in gas-ionization chambers embedded in the steel flux-return yoke outside
the solenoid.

Events of interest are selected using a two-tiered trigger system [34]. The first level, composed
of custom hardware processors, uses information from the calorimeters and muon detectors to
select events at a rate of around 100 kHz within a time interval of less than 4 µs. The second
level, known as the high-level trigger, consists of a farm of processors running a version of the
full event reconstruction software optimized for fast processing, and reduces the event rate to
around 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [35].

3 Monte Carlo simulation

A correct estimate of the tt background is crucial for this analysis and the uncertainties on the
modelling of this process plays an important role, especially the theoretical uncertainties on the
tt cross section.

The POWHEG v2 [36–38] generator is used to simulate tt events at the next-to-leading order
(NLO) in quantum chromodynamics (QCD), as well as to calculate the dependency of the tt
acceptance on mt, and on the factorization (µF) and renormalization (µR) scales. A parameter,
denoted as damping factor hdamp, is used to limit the resummation of higher-order effects by
the Sudakov form factor to below a given transverse momentum (pT) scale [39]. The central
value and uncertainties of hdamp will be discussed later.

Single top quark and antiquark production in association with a W boson (tW) is simulated at
NLO using the POWHEG v1 [40] generator. The Drell–Yan process (DY), and the production of
W or Z bosons in association with tt events (referred to as ttV), are generated at NLO using the
MG5 aMC@NLO v2.2.2 [41] generator. The production of the DY process is simulated with up
to two additional partons and the FxFx scheme is used for the matching of the matrix elements
and parton showers [42]. The contributions from WW, WZ, and ZZ (collectively referred to as
VV) processes are simulated at leading order (LO) using PYTHIA v8.205 [43].

The T2tt model from the simplified model spectra [44, 45] is used to model the SUSY signal,
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Figure 2: Normalized MT2 distributions for various mass hypotheses for the top squark and
for the neutralino. Variables at the generator level are used for tt and signal events with two
generated leptons with pT of at least 20 GeV and |h|  2.4. The last bin includes the overflow.

6 Background estimation

The tt process accounts for approximately 94% of the total background yields in the selected
region, and is modelled from MC simulation using the sample described in Section 3. For
this modelling, a top quark mass of 172.5 GeV is assumed. The accurate knowledge of the tt
production process has been previously demonstrated in several cross section measurements
by the CMS Collaboration [31]. Moreover, its differential cross section as a function of different
variables has been measured [72] and MC parameters have been tuned using an independent
data sample [39]. The MC tuning does not produce a significant modification of the MT2 shape.
The main parameters affecting the tt modelling and their associated uncertainties are discussed
in Section 7. The tW background gives the second-largest contribution, approximately 4%, and
is also modelled using MC simulation.

The number of events with nonprompt leptons, including the contribution of events with jets
misidentified as leptons or with leptons coming from the decay of a bottom quark mistakenly
identified as coming from the hard process, is estimated from an observed control region in
which the electron and muon are required to have the same sign of the electric charge (referred
to as same-sign), while all other requirements for the event selection are the same as for the
signal region. This background is estimated using the observed events in the control region
after subtraction of the contribution from the backgrounds that produce prompt leptons. This
contribution is estimated from MC simulation and comes mainly from ttW and ttZ events or
dileptonic tt with a mismeasurement of the electron charge. The events in this control region are
weighted by the expected ratio of opposite-sign to same-sign events with nonprompt leptons
after the full event selection, which is estimated in MC simulation to be 1.2 ± 0.1 (syst).

Other background contributions are estimated using MC simulation and come from DY, VV
(WW, WZ, and ZZ), ttW, and ttZ events, for a total contribution of about 1%.

A good agreement between data and SM predictions after the full event selection and after
the corrections described in Section 4 is observed, within the uncertainties, and is shown in
Fig. 3 for the leading and subleading lepton pT, p

miss
T , and the angle between the momentum

of the leptons in the transverse plane (Df(e, µ)). The considered uncertainties are described in
Section 7.
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Figure 5: Expected and observed upper limits at 95% CL on the signal strength as a function of
the top squark mass for met1

� mec0
1
= 175 GeV (upper left), met1

� mec0
1
= 167.5 GeV (upper right)

and met1
� mec0

1
= 182.5 GeV (lower). The green dark and yellow light bands correspond to the

68 and 95% CL ranges of the expected upper limits.

9 Summary

A search is presented for a top squark with a mass difference from the neutralino mass close to
the top quark mass, met1

� mec0
1
⇡ mt, using events with one opposite-sign electron-muon pair,

at least two jets, and at least one b jet. The et1 ! tec0
1 decay mode is considered, and different

top squark masses are explored up to 240 GeV with neutralino masses of mec0
1
⇡ met1

� mt. The
MT2 variable is used in a binned profile likelihood fit to increase the sensitivity, owing to the
different kinematic distributions between the signal and the tt background. Further sensitivity
is gained from the absence of a kinematic endpoint in this variable for the signal.

No excess is observed and upper limits are set at 95% confidence level on the top squark pro-
duction cross section for top squark masses up to 210 GeV in models with met1

� mec0
1
⇡ mt and

masses up to 240 GeV in models with a mass difference of 7.5 GeV. This result significantly
extends the exclusion limits of top squark searches at the LHC to higher top squark masses in
the region where met1

� mec0
1
⇡ mt, that was previously unexplored.
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Figure 5: Expected and observed upper limits at 95% CL on the signal strength as a function of
the top squark mass for met1

� mec0
1
= 175 GeV (upper left), met1

� mec0
1
= 167.5 GeV (upper right)

and met1
� mec0

1
= 182.5 GeV (lower). The green dark and yellow light bands correspond to the

68 and 95% CL ranges of the expected upper limits.

9 Summary

A search is presented for a top squark with a mass difference from the neutralino mass close to
the top quark mass, met1

� mec0
1
⇡ mt, using events with one opposite-sign electron-muon pair,

at least two jets, and at least one b jet. The et1 ! tec0
1 decay mode is considered, and different

top squark masses are explored up to 240 GeV with neutralino masses of mec0
1
⇡ met1

� mt. The
MT2 variable is used in a binned profile likelihood fit to increase the sensitivity, owing to the
different kinematic distributions between the signal and the tt background. Further sensitivity
is gained from the absence of a kinematic endpoint in this variable for the signal.

No excess is observed and upper limits are set at 95% confidence level on the top squark pro-
duction cross section for top squark masses up to 210 GeV in models with met1

� mec0
1
⇡ mt and

masses up to 240 GeV in models with a mass difference of 7.5 GeV. This result significantly
extends the exclusion limits of top squark searches at the LHC to higher top squark masses in
the region where met1

� mec0
1
⇡ mt, that was previously unexplored.
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Shift of Paradigm
✦ At first, we were looking at the highest masses, which opened up due to 

record high machine energy

✦ These are low-background searches, but only sensitive to large couplings

✦ Last few years marked a shift in paradigm: we are going for high-

background, experimentally challenging searches for low couplings and low 
masses - something that earlier machines may have missed!
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Figure 7: The 95% CL upper limits on the Z0 boson production cross section compared to the-
oretical cross sections (left) and on the quark coupling gq0 as a function of resonance mass for
a leptophobic Z0 resonance that only couples to quarks (right). The observed limits (solid),
expected limits (dashed) and their variation at the 1 and 2 standard deviation levels (shaded
bands) are shown. Limits from other relevant searches and an indirect constraint on a potential
Z0 signal from the SM Z boson width [72] are also shown.

The results of this analysis can be used to constrain simplified models of DM. Figure 8 shows
the excluded values at 95% CL of mediator mass (mMed) as a function of the dark matter particle
mass (mDM) for vector mediators, in simplified models that assume a leptophobic mediator that
couples only to quarks and DM particles [38, 73]. Limits are shown for a choice of universal
quark coupling gq = 0.25 and a DM coupling gDM = 1.0. The difference in limits between axial-
vector and vector mediator couplings is small and thus only constraints for the latter coupling
scenario are shown. The excluded range of mediator mass (red) is between 50 and 300 GeV.
The upper bound decreases to 240 GeV when mMed > 2mDM, because the branching fraction
(BR) to qq decreases as the BR to DM becomes kinematically favorable. If mMed < 2mDM, the
mediator cannot decay to DM particles and the dijet cross section from the mediator model
becomes identical to that in the leptophobic Z0 model, meaning that the limits on the mediator
mass in Fig. 8 are identical to the limits on the Z0 mass with a coupling gq0 = gq = 0.25. For
axial-vector mediators, the excluded values of mediator mass are expected to be identical to the
excluded values in Fig. 8 when mDM > mMed/2 or mDM = 0, with differences only expected
in the transition region mMed ' 2mDM. Additional limits (blue) in Fig. 8 come from traditional
dijet searches [35].

7 Summary
A search for a vector resonance (Z0) decaying into a quark-antiquark pair and reconstructed
as a single jet has been presented, using a data set comprising proton-proton collisions atp

s = 13 TeV, corresponding to an integrated luminosity of 35.9 fb�1. Novel substructure tech-
niques are employed to identify a jet containing a Z0 boson candidate over a smoothly falling
soft-drop jet mass distribution in data. No significant excess above the SM prediction is ob-
served, and 95% confidence level upper limits are set on the Z0 boson coupling to quarks, gq0 ,
as a function of the Z0 boson mass. Coupling values of gq0 > 0.25 are excluded over the Z0 mass
range from 50 to 300 GeV, with strong constraints for masses less than 200 GeV. The results
obtained for masses from 50 to 100 GeV represent the first direct limits to be published in this
range. Limits are set on a simplified model of dark matter mediators that only couple to quarks
and dark matter particles, excluding vector mediators with masses between 50 and 300 GeV,
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Figure 6: Soft-drop jet mass distribution for the different pT ranges of the fit from 500 to
1000 GeV. Data are shown as black points. The multijet background prediction, including
uncertainties, is shown by the shaded bands. Contributions from the W and Z boson, and top
quark background processes are shown, scaled up by a factor of 3 for clarity. A hypothetical Z0

boson signal at a mass of 135 GeV is also indicated. In the bottom panel, the ratio of the data
to the background prediction, including uncertainties, is shown. The scale on the x-axis differs
for each pT range due to the kinematic selection on r.

Low Mass Dijet Analysis
✦ Use ISR to trigger, similar to the H(bb) search and look for resonances 

in the jet mass

✦ Allows to lower the dijet mass reach to 50 GeV, as demonstrated with 

the W/Z peak observation in CMS

✦ Goes well beyond the only available 30-year old UA2 limits in terms of 

mass reach and couplings!
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Figure 2: The dijet invariant mass distributions in SR1 (left) and SR2 (right), shown with the
background prediction derived from a fit using an empirical function under the background-
only hypothesis. Representative examples of signal distributions are also shown, each nor-
malized to a visible cross section of 1 pb. The bottom panels show the difference between the
data and the background estimate, divided by the statistical uncertainty in the estimated back-
ground.

fit. The function chosen is: ds/dx = etrig(x)p0(1 � x)p1 x
�p2�p3 log(x), where x = mjj/

p
s, and

etrig(x) is a sigmoid function describing the efficiency of the pT requirements of the trigger. The
parameters of the sigmoid function are determined in events collected with triggers requiring
a single isolated muon, and are fixed in the background fit. The trigger turn-on effect is sizable
only at the lower end of SR1, with the trigger inefficiency being 1.8% for mjj = 296 GeV and less
than 0.1% for mjj > 380 GeV. The mjj distributions of the signal hypotheses are modeled using
convolutions of a Gaussian and an exponential function [70]. The signal shapes for masses
between two adjacent simulated mass points are derived via a linear interpolation of the fit
function parameters. The typical width of the Gaussian core of a signal resonance is 10–15%,
depending on the resonance spin and production mechanism, as well as on the resonance mass.

Extensive studies of a possible systematic bias from the choice of the functional form of the
background estimate are performed with alternative fit functions, with or without signal injec-
tion. The shapes obtained from background-only fits to the data with the alternative functions
are used to generate pseudo-data sets. Each pseudo-data set has a total number of events ran-
domly drawn from a Poisson distribution with the mean equal to the yields observed in data.
In the set of studies with signal injection, the pseudo-data sets are generated from a signal
plus background model. In these studies, the injected signal cross section corresponds approx-
imately to the expected 95% confidence level (CL) cross section limits discussed below. The
generated mjj spectra are then fitted with the sum of chosen background function and a signal
model, and the signal cross section is extracted. Distributions of the difference between the
fitted and injected signal cross sections divided by the fitted uncertainty are constructed, and
their shapes are found to be consistent with a normal distribution with the mean within 0.5 of
zero and the width consistent with unity. Thus, we conclude that any possible systematic bias
from the choice of the functional form is small compared to the statistical uncertainty of the fit,
and use the latter as the only uncertainty in the background prediction.

Figure 2 shows the mjj distributions in data in SR1 and SR2, fitted with the background-only

Low-Mass bb Dijet Search
✦ Likely the last search analysis based on 2012 data

✦ Uses dedicated b-tagged trigger, allowing for the 

first time to probe bb masses below the tt threshold
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Figure 4: Left: The 95% CL upper limits (solid line) on the universal coupling g
0
q between

the leptophobic Z0 boson and quarks. Limits from other experiments [2, 8, 9, 18] and earlier
CMS analyses [33, 34, 37], are also shown, along with an indirect constraint from the Z boson
width [74]. Right: Expected (dashed lines) and observed (solid lines) 95% CL upper limits on
the simplified model variable z. The limits are shown for uu ! Z0 and dd ! Z0 individually,
as well as for pp ! Z0, assuming a universal quark coupling. The z values for the Z0 boson
model with g

0
q = 0.25 are also shown. The hatched red band represents the envelope of limits

for theoretical models that predict an s-channel production of a Z0 resonance with arbitrary
couplings to up and down quarks. The discontinuity in the limits at 700 GeV is associated with
a change in the acceptance from SR1 to SR2.

(left) at this value of the coupling.

Following the method described in Ref. [80], the limits on the Z0 boson model are further in-
terpreted as limits on the variable z = [Âij 2 I B(Z0 ! ij)]B(Z0 ! bb)GZ0/mZ0 , where GZ0 is
a width of the Z0 resonance, B is a branching fraction, and I represents the set of produc-
tion modes ij ! Z0, with i and j being the corresponding partons. The z variable provides
a model-independent description of the generic s-channel production of narrow-width reso-
nances and can be used for a variety of theoretical interpretations of experimental limits on
the production of such resonances decaying into various final states. The limits are shown in
Fig. 4 (right) for the Z0 model with a universal quark coupling, as well as for up and down
quark production modes individually. The limits are determined using the narrow-width ap-
proximation, which corresponds to a conservative interpretation [81]: for the Z0 boson model
with g

0
q = 0.25, the z limits computed with the resonance width taken into account are lower

by 0.3 (4.7)% at mZ0 = 400 (1200) GeV. The z interpretation can be used, e.g., to convert the g
0
q

limits in Fig. 4 to limits on the coupling g
0
d for a Z0 boson model with coupling only to down-

type quarks. Taking into account the different branching fractions and the widths of the two
models, g

0
d = g

0
q[z(dd ! Z0 ! bb)/z(pp ! Z0 ! bb)]1/2.

In summary, a search for new resonances decaying to bottom quark-antiquark pairs produced
in 8 TeV proton-proton collisions has been presented. Using triggers that identify jets origi-
nating from bottom quarks, the search probes signal masses as low as 325 GeV. No statistically
significant excesses above the background predictions are observed in the entire invariant mass
range studied, 325–1200 GeV. Upper limits are set on the production cross section of scalar, vec-
tor, and tensor resonances. The limits are also interpreted in the context of a simplified model
of a leptophobic Z0 boson with a universal coupling g

0
q to quarks. Values of g

0
q above 0.11–
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Figure 6: Top: Expected and observed 95% CL limits on the gauge coupling strength g as
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being excluded as described in the text. These three constraints are adapted from Ref. [11].
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Figure 5: Expected and observed 95% CL limits on the product of the Z0 production cross
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dashed black curve is the expected upper limit, with one and two standard-deviation bands
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B(Z ! Z0µµ)B(Z0 ! µµ) (right y-axis) as a function of m(Z0) for three different coupling
strengths, chosen for illustration.

integrated luminosity of 77.3 fb�1 recorded in 2016 and 2017 by the CMS detector at the LHC.
The search places strong constraints on theories that attempt to explain various experimental
anomalies including the lack of a dark matter signal in direct-detection experiments, tension
in the measurement of the anomalous magnetic moment of the muon, and reports of possible
lepton flavor universality violation in B meson decays. The event yields are consistent with the
standard model predictions. Upper limits of 10�8–10�7 at 95% confidence level are set on the
product of branching fractions B(Z ! Z0µµ)B(Z0 ! µµ), depending on the Z0 mass, which
excludes a Z0 boson coupling strength to muons above 0.004–0.3. These are the first dedicated
limits on Lµ � Lt models at the LHC and result in a significant increase in the excluded model
parameter space.
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many); GSRT (Greece); NKFIA (Hungary); DAE and DST (India); IPM (Iran); SFI (Ireland);
INFN (Italy); MSIP and NRF (Republic of Korea); LAS (Lithuania); MOE and UM (Malaysia);
BUAP, CINVESTAV, CONACYT, LNS, SEP, and UASLP-FAI (Mexico); MBIE (New Zealand);
PAEC (Pakistan); MSHE and NSC (Poland); FCT (Portugal); JINR (Dubna); MON, RosAtom,
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Search for Z' in Z → 4µ decay
✦ Search for Z' with preferential coupling to 

second-generation particles, suggested as 
possible explanation of b → sμμ flavor  anomalies


✦ Based on the H(ZZ) → 4μ analysis, using 
2016+2017 data


✦ Closed significant fraction of the allowed 
parameter space in the Lμ - Lτ models 
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Figure 1: Leading-order Feynman diagrams for the signal process (left) and the dominant back-
ground process (right).

The silicon tracker measures charged particles within the pseudorapidity range |h| < 2.5. It
consists of 1440 silicon pixel and 15 148 silicon strip detector modules. For nonisolated parti-
cles with transverve momentum pT between 1 and 10 GeV and |h| < 1.4, the track resolutions
are typically 1.5% in pT and 25–90 (45–150) µm in the transverse (longitudinal) impact param-
eter [21]. Muons are measured in the pseudorapidity range |h| < 2.4, with detection planes
made using three technologies: drift tubes, cathode strip chambers, and resistive plate cham-
bers. Matching muons to tracks measured in the silicon tracker results in a relative transverse
momentum resolution for muons with 20 < pT < 100 GeV of 1.3–2.0% in the barrel (|h| < 0.9)
and better than 6% in the endcaps (|h| > 0.9).

The first level of the CMS trigger system [22], composed of custom hardware processors, uses
information from the calorimeters and muon detectors to select the most interesting events
in a fixed time interval of less than 4 µs. The high-level trigger (HLT) processor farm further
decreases the event rate from around 100 kHz to less than 1 kHz, before data storage.

3 Data and simulated samples

This analysis makes use of pp collision data recorded by the CMS detector in 2016 and 2017,
corresponding to an integrated luminosity of 77.3 fb�1. Collision events are selected by high-
level trigger algorithms that require the presence of one, two, or three muons passing loose
identification and isolation requirements. The overall trigger efficiency for simulated signal
events that pass the full selection chain of this analysis (described in Section 4) is larger than
99%. The trigger efficiency is measured in data with a method based on the “tag-and-probe”
technique [23] using a sample of 4µ events collected by the single-muon triggers. Muons pass-
ing the single-muon triggers are used as tags and the other three muons are used as probes.
The efficiency in data is found to be in agreement with the expectation from simulation.

Monte Carlo simulation samples for the Z0 signal and for the background coming from the
production of Z ! g⇤µµ ! 4µ via qq annihilation or gluon fusion are used to estimate back-
ground rate, optimize the event selection, and evaluate the acceptance and systematic uncer-

Altmannshofer et al.   
arXiv:1609.04026CMS arXiv:1808.03684

2016 2017

2016

2017

2016

2017
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Long-Lived Particles
✦ Continuing with a quest for small couplings, at certain point 

weakly-coupled particles become long-lived and can decay in 
the middle of the detector


✦ Requires considerably different experimental techniques and 
often dedicated triggers to look for such signatures
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"Stairway to Hell"

Early LHC Searches
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Search for Displaced Jets
✦ CMS search based on 

dedicated triggers 
requiring at least two jets 
with low number of 
prompt tracks


✦ Special MVA displaced 
jet tagging based on the 
angular and 
displacement information 
for the tracks (e.g., 2D 
IPsig)


✦ Offers high sensitivity to 
objects decaying into a 
pair of non-prompt jets, 
as QCD background is 
small
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lengths between 3 and 130 mm. The lowest pair production cross section excluded is 0.13 fb, at
ct0 = 30 mm and long-lived particle mass mX > 1000 GeV.

1 10 210 310 410
 [mm]0τc
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b]

σ

 (13 TeV)-135.9 fb

CMS 95% CL upper limits

Jet-Jet model

Observed
Median expected

 = 50 GeVXm
 = 100 GeVXm
 = 300 GeVXm
 = 1000 GeVXm

Figure 3: The expected and observed 95% CL upper limits on the pair production cross section
of the long-lived particle X, assuming a 100% branching fraction for X to decay to a quark-
antiquark pair, shown at different particle X masses and proper decay lengths for the Jet-Jet
model. The solid (dashed) lines represent the observed (median expected) limits. The shaded
bands represent the regions containing 68% of the distributions of the expected limits under
the background-only hypothesis.

Figure 4 presents the expected and observed upper limits on the pair production cross sec-
tion of long-lived gluino in the GMSB eg ! geG model, assuming a 100% branching fraction
for the gluino to decay into a gluon and a gravitino. Although in the eg ! geG signature each
displaced vertex is associated with only one jet, the two separate displaced single jets can be
paired together and pass the selections, therefore the analysis is sensitive to this kind of sig-
nature. When the gluino mass is 2400 GeV, gluino pair production cross sections larger than
0.25 fb are excluded for proper decay lengths between 10 and 210 mm. When the proper decay
length ct0 = 1 mm, the upper limit is insensitive to the gluino mass in the tested range since the
signal acceptance is mainly limited by the online prompt track requirement in the displaced-jet
trigger. The upper limits on the pair production cross section are then translated into upper
limits on the gluino mass for different proper decay lengths, based on a calculation at the next-
to-leading logarithmic accuracy matched to next-to-leading order predictions (NLO+NLL) of
the gluino pair production cross section at

p
s = 13 TeV [68–72] in the limit where all the other

SUSY particles are much heavier and decoupled. Gluino masses up to 2300 GeV are excluded
for proper decay lengths between 20 and 110 mm. The bounds are the most stringent to date
on this model in the tested proper decay length range.

Figure 5 presents the expected and observed upper limits on the pair production cross section
of the long-lived gluino in the RPV eg ! tbs model, assuming a 100% branching fraction for the
gluino to decay to top, bottom, and strange antiquarks. The upper limits on the pair production
cross section are translated into upper limits on the gluino mass for different proper decay
lengths, based on the NLO+NLL calculation of the gluino pair production cross section at

p
s =

13 TeV [68–72] in the limit where all the other SUSY particles are much heavier and decoupled.
Gluino masses up to 2400 GeV are excluded for proper decay lengths between 10 and 250 mm.

7.2 Interpretation of results 15
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Figure 6: Left: the expected and observed 95% CL upper limits on the pair production cross
section of the long-lived top squark, assuming a 100% branching fraction for et ! b` de-
cays. The horizontal lines indicate the NLO+NLL top squark pair production cross sections
for met = 1600 GeV and met = 1000 GeV, as well as their variations due to the uncertainties in
the choices of renormalization scales, factorization scales, and PDF sets. The solid (dashed)
lines represent the observed (median expected) limits, the bands show the regions containing
68% of the distributions of the expected limits under the background-only hypothesis. Right:
the expected and observed 95% limits for the long-lived top squark model in the mass-lifetime
plane, assuming a 100% branching fraction for et ! b` decays, based on the NLO+NLL calcu-
lation of the top squark pair production cross section at

p
s = 13 TeV. The thick solid black

(dashed red) line represents the observed (median expected) limits at 95% CL. The thin black
lines represent the change in the observed limit due to the variation of the signal cross sections
within their theoretical uncertainties. The thin red lines indicate the region containing 68% of
the distributions of the expected limits under the background-only hypothesis.

CMS arXiv:1811.07991
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Make It, Break It, or Shake It!
✦ There are three main approaches to detect dark matter (DM):


๏ DM-nucleon scattering (direct detection, or DD)

๏ Annihilation (Indirect detection, or ID)

๏ Pair production at colliders


✦ All three processes are nothing but  
topological permutations of one and  
the same Feynman diagram:

๏ But: how to trigger on a pair of  

DM particles at colliders?

๏ Initial-state radiation (ISR: g, γ,  

W/Z, H, …) to rescue!

✦ Original idea - to use ISR - appeared  

eight years ago:

๏ Beltran, Hooper, Kolb, Krusberg, and Tait,  

“Maverick Dark Matter at Colliders” arXiv:1002.4137 (299 citations)
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PRODUCTION OF DARK MATTER AT CMS

• Search%for%evidence%of%pair[produc=on%of%Dark%MaAer%par=cles%(χ)

• Dark%MaAer%produc=on%gives%missing%transverse%energy%(MET)

• Photons%(or%jets%from%a%gluon)%can%be%radiated%from%quarks,%giving%monophoton%
(or%monojet)%plus%MET

3

4

q

q̄

�

�̄

Figure 1: Dark matter production in association with a single jet in a hadron collider.

3.1. Comparing Various Mono-Jet Analyses

Dark matter pair production through a diagram like figure 1 is one of the leading channels
for dark matter searches at hadron colliders [3, 4]. The signal would manifest itself as an excess
of jets plus missing energy (j + /ET ) events over the Standard Model background, which consists
mainly of (Z � ⇥⇥)+ j and (W � ⌅inv⇥)+ j final states. In the latter case the charged lepton ⌅ is
lost, as indicated by the superscript “inv”. Experimental studies of j + /ET final states have been
performed by CDF [22], CMS [23] and ATLAS [24, 25], mostly in the context of Extra Dimensions.

Our analysis will, for the most part, be based on the ATLAS search [25] which looked for mono-
jets in 1 fb�1 of data, although we will also compare to the earlier CMS analysis [23], which used
36 pb�1 of integrated luminosity. The ATLAS search contains three separate analyses based on
successively harder pT cuts, the major selection criteria from each analysis that we apply in our
analysis are given below.3

LowPT Selection requires /ET > 120 GeV, one jet with pT (j1) > 120 GeV, |�(j1)| < 2, and events
are vetoed if they contain a second jet with pT (j2) > 30 GeV and |�(j2)| < 4.5.

HighPT Selection requires /ET > 220 GeV, one jet with pT (j1) > 250 GeV, |�(j1)| < 2, and events
are vetoed if there is a second jet with |�(j2)| < 4.5 and with either pT (j2) > 60 GeV or
�⇤(j2, /ET ) < 0.5. Any further jets with |�(j2)| < 4.5 must have pT (j3) < 30 GeV.

veryHighPT Selection requires /ET > 300 GeV, one jet with pT (j1) > 350 GeV, |�(j1)| < 2, and
events are vetoed if there is a second jet with |�(j2)| < 4.5 and with either pT (j2) > 60 GeV
or �⇤(j2, /ET ) < 0.5. Any further jets with |�(j2)| < 4.5 must have pT (j3) < 30 GeV.

In all cases events are vetoed if they contain any hard leptons, defined for electrons as |�(e)| < 2.47
and pT (e) > 20 GeV and for muons as |�(µ)| < 2.4 and pT (µ) > 10 GeV.

The cuts used by CMS are similar to those of the LowPT ATLAS analysis. Mono-jet events
are selected by requiring /ET > 150 GeV and one jet with pT (j1) > 110 GeV and pseudo-rapidity
|�(j1)| < 2.4. A second jet with pT (j2) > 30 GeV is allowed if the azimuthal angle it forms with
the leading jet is �⇤(j1, j2) < 2.0 radians. Events with more than two jets with pT > 30 GeV are
vetoed, as are events containing charged leptons with pT > 10 GeV. The number of expected and
observed events in the various searches is shown in table I.

3 Both ATLAS and CMS impose additional isolation cuts, which we do not mimic in our analysis for simplicity and
since they would not have a large impact on our results.
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Dark Matter Interactions
✦ Early DM searches: EFT based


๏ Since then understood the  
fundamental limitations of 
EFT and moved to simplified 
models


✦ Moving away from EFT  
allows for a more fair LHC  
vs. DD/ID experiments 
comparison and  
emphasizes the 
complementarity of  
the two approaches
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Simplified Models to Rescue
✦ Combined monojet and mono-V(jj) (boosted) analysis

✦ Probes scalar and pseudoscalar mediators, in addition to (axial) vector 

ones
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4 3 Signal hypotheses
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Figure 1: Diagrams for production of DM via a scalar (S) or pseudoscalar (P) mediator in the
cases providing monojet (left) and mono-V (right) signatures.
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Figure 2: Diagrams for production of DM via a vector (Z0) or axial vector (A) mediator provid-
ing monojet (left) and mono-V (right) signatures.
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Simplified Models to Rescue
✦ Combined monojet and mono-V(jj) (boosted) analysis

✦ Probes scalar and pseudoscalar mediators, in addition to (axial) vector 

ones
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Simplified Models to Rescue
✦ Combined monojet and mono-V(jj) (boosted) analysis

✦ Probes scalar and pseudoscalar mediators, in addition to (axial) vector 

ones
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18 6 Results and interpretation

Table 5: Expected event yields in each p
miss
T bin for various background processes in the mono-

V signal region. The background yields and the corresponding uncertainties are obtained after
performing a combined fit to data in all the control samples, but excluding data in the signal
region. The other backgrounds include QCD multijet and g+jets processes. The expected
signal contribution for a 2 TeV axial-vector mediator decaying to 1 GeV DM particles and the
observed event yields in the mono-V signal region are also reported.

p
miss
T (GeV) Signal Z(nn)+jets W(nn)+jets Top quark Diboson Other Total bkg. Data
250-300 11.7± 0.6 5300± 170 3390± 120 553± 54 396± 69 128± 25 9770± 290 9929
300-350 15.7± 0.7 3720± 98 1823± 53 257± 27 261± 46 79.8± 13 6140± 140 6057
350-400 11.8± 0.6 1911± 59 808± 28 101± 12 134± 25 25.0± 4.8 2982± 79 3041
400-500 15.8± 0.7 1468± 45 521± 15 48.8± 5.7 107± 20 20.0± 3.6 2165± 55 2131
500-600 8.59± 0.56 388± 18 103.0± 5.1 10.7± 1.9 33.8± 7.0 1.76± 0.53 537± 23 521
600-750 7.04± 0.47 151.0± 9.9 33.4± 2.3 1.9± 1.1 20.2± 4.5 1.05± 0.25 208± 11 225
>750 4.48± 0.40 37.7± 3.7 7.09± 0.69 0.28± 0.25 10.2± 2.3 0.06± 0.03 55.3± 4.6 61
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Figure 9: Observed p
miss
T distribution in the monojet (left) and mono-V (right) signal regions

compared with the post-fit background expectations for various SM processes. The last bin in-
cludes all events with p

miss
T > 1250 (750) GeV for the monojet (mono-V) category. The expected

background distributions are evaluated after performing a combined fit to the data in all the
control samples, as well as in the signal region. The fit is performed assuming the absence of
any signal. Expected signal distributions for the 125 GeV Higgs boson decaying exclusively
to invisible particles, and a 2 TeV axial-vector mediator decaying to 1 GeV DM particles, are
overlaid. The description of the lower panels is the same as in Fig. 5.

The results for vector, axial-vector, and pseudoscalar mediators are compared to constraints
from the observed cosmological relic density of DM as determined from measurements of
the cosmic microwave background by the Planck satellite experiment [97]. The expected DM

CMS Monojet/Mono-V Analysis
✦ The latest Run 2 analysis is built on the Run 1 techniques


๏ Combines "massless" (monojet) and massive (mono-W/Z) jets 

๏ State-of-the-art treatment of NLO EW/QCD corrections to SM V+jets 

processes, after Lindert et al., arXiv:1705.04464
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6.1 Dark matter interpretation 19

Figure 10: Exclusion limits at 95%CL on µ = s/sth in the mmed–mDM plane assuming vector
(left) and axial-vector (right) mediators. The solid (dotted) red (black) line shows the contour
for the observed (expected) exclusion. The solid contours around the observed limit and the
dashed contours around the expected limit represent one standard deviation due to theoretical
uncertainties in the signal cross section and the combination of the statistical and experimental
systematic uncertainties, respectively. Constraints from the Planck satellite experiment [97] are
shown as dark blue contours; in the shaded area DM is overabundant.
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Figure 11: Expected (dotted black line) and observed (solid black line) 95%CL upper limits
on the signal strength µ = s/sth as a function of the mediator mass for the scalar mediators
(left) for mDM = 1 GeV. The horizontal red line denotes µ = 1. Exclusion limits at 95%CL
on µ = s/sth in the mmed–mDM plane assuming pseudoscalar mediators (right). The solid
(dashed) red (back) line shows the contours for the observed (expected) exclusion. Constraints
from the Planck satellite experiment [97] are shown with the dark blue contours; in the shaded
area DM is overabundant.

abundance is estimated, separately for each model, using the thermal freeze-out mechanism
implemented in the MADDM [98] framework and compared to the observed cold DM density
Wch

2 = 0.12 [99], where Wc is the DM relic abundance and h is the Hubble constant.
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6.1 Dark matter interpretation 21
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Figure 13: Exclusion limits at 90%CL in the mDM vs. sSI/SD plane for vector (left) and axial-
vector (right) mediator models. The solid red (dotted black) line shows the contour for the
observed (expected) exclusion in this search. Limits from CDMSLite [102], LUX [103], XENON-
1T [104], PANDAX-II [105], and CRESST-II [106] are shown for the vector mediator. Limits
from Picasso [107], PICO-60 [108], IceCube [109], and Super-Kamiokande [110] are shown for
the axial-vector mediator.
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Mono-Higgs Search
✦ Newly discovered Higgs boson could be produced in 

association with DM!

✦ Looking for the dominant decay mode: H(bb) (+ MET)

✦ By far most restrictive limits on the model to date, even 

despite a slight excess observed

�58
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Figure 1: Feynman diagrams for the benchmark DM signal models: baryonic Z
0 (left) and

2HDM (right).

A fit-based analysis similar to that of the SM h! gg search is used to estimate the signal yield.
In addition to a high-p

miss
T category, a lower p

miss
T category is also considered in order to be

sensitive to possible signals with less p
miss
T .

2 The CMS Detector

The central feature of the CMS detector is a superconducting solenoid, of 6 m internal di-
ameter, providing an axial magnetic field of 3.8 T along the beam direction. Within the su-
per conducting solenoid volume are a silicon pixel and strip tracker, a lead-tungstate crystal
electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL).
Charged particle trajectories are measured by the silicon pixel and strip tracker system, cover-
ing 0  f  2p in azimuth and |h| < 2.5, where the pseudorapidity is h = � ln (tan q/2), and
q is the polar angle with respect to the counterclockwise-beam direction. Muons are measured
in gas-ionization detectors embedded in the steel return yoke. Extensive forward calorimetry
complements the coverage provided by the barrel and endcap detectors. The electromagnetic
calorimeter, which surrounds the tracker volume, consists of 75,848 lead-tungstate crystals that
provide coverage in pseudorapidity |h| < 1.479 in the barrel region (EB) and 1.479 < |h| < 3.0
in two endcap regions (EE). The EB modules are arranged in projective towers. A preshower
detector consisting of two planes of silicon sensors interleaved with a total of three X0 of lead
is located in front of the EE. In the region |h| < 1.74, the HCAL cells have widths of 0.087 in
pseudorapidity and azimuth (f). In the ( h, f ) plane, and for |h| < 1.48, the HCAL cells map on
to 5x5 ECAL crystal arrays to form calorimeter towers projecting radially outwards from close
to the nominal interaction point. At larger values of |h|, the size of the towers increases and the
matching ECAL arrays contain fewer crystals. Within each tower, the energy deposits in ECAL
and HCAL cells are summed to define the calorimeter tower energies, subsequently used to
provide the energies and directions of hadronic jets (highly collimated showers of particles). A
more detailed description of the CMS detector can be found in Ref. [11].

3 Data and Simulated Samples

The data considered in this analysis correspond to an integrated luminosity of 35.9 fb�1 col-
lected by the CMS experiment at the CERN LHC in 2016 at

p
s = 13 TeV. Diphoton triggers

with asymmetric transverse energy thresholds (30/18 GeV) were used to select events. The
analyzed sample fulfills standard data quality criteria for all components of the CMS detector.

The analysis is optimized using fully simulated samples of the dark matter associated pro-
duction with a Higgs boson in 2HDM and Baryonic Z’ (Z0

B
) models [10]. 2HDM signals are
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Search for a Mediator
✦ One doesn’t need to produce DM at the LHC to look for a mediator

✦ Since it’s coupled to the initial state, one could  

look for dijet decays of the mediator by "recycling" 
various dijet resonance searches
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Figure 1. The processes considered in this work in terms of visible sector quarks (q, q), DSPs (�, �)
and the on-shell (o↵-shell) mediator particle R (R⇤). The various process are: (a) DM annihilation
which sets the relic abundance, (b) DM scattering in direct detection experiments, (c) monojet
signatures, in this case due to initial state radiation of a gluon, (d) LHC Dijet resonance signatures
purely through mediator-quark couplings and (e) dijet associated production.

in order to avoid overstating the strength of direct detection limits. This approach

leads to a compelling interplay between the di↵erent DM detection techniques and

will lead us to conclude that the LHC monojets, LHC dijets and direct detection

strategies each has a unique foothold in the search for DSPs.

In figure 1 we sketch the setup for a dark sector theory involving a DSP � and a

mediator between the visible sector and the dark sector R, together with the detection

processes considered in this work. We denote the couplings between the mediator and

the visible sector quarks (the DSP) with gq (g�). For the purposes of exploring the broad

phenomenology of this dark sector and the general interplay between the di↵erent probes let

us combine the two couplings into an e↵ective DSP-SM coupling g =
p

gq g� and consider

the e↵ect of varying the coupling g. The local density of DSPs in the Milky Way ⇢ is

proportional to the DSP relic abundance from thermal freeze-out ⌦DSP, which scales as

the inverse of the annihilation cross section, i.e. ⇢ / ⌦DSP / g�4. Any cross section

involving interactions between the visible sector and the DSP, such as collider production

and direct detection, will scale as � / g4 [1, 28–31] (assuming an o↵-shell mediator). Thus,

broadly speaking, the rate of events in di↵erent DM probes have very di↵erent scaling with

couplings if a standard thermal history is assumed. They are:

• Collider searches for missing energy: Rate / � / g4 .

• Direct detection: Rate / (� ⇥ ⇢) / g0 .

• Indirect detection: Rate / (� ⇥ ⇢2) / g�4 .

Furthermore, resonance searches at colliders typically depend on the production cross sec-

tion for the resonance, �R, multiplied with the branching ratio into the final state under

consideration. If the (on-shell) mediator has a large branching into light quarks we hence

obtain the final important signature

• Collider searches for dijet resonances: Rate / �R / g2q .

This simple consideration demonstrates that, assuming a standard thermal history and con-

sidering the specific phenomenology of the mediator, these four di↵erent detection strate-

gies are parametrically complementary. In essence, large couplings imply large collider

– 3 –
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Big Picture: LHC vs. DD
✦ Axial vector mediators


๏ No resonant enhancement due to spin-dependent cross section

๏ Colliders typically win over the DD experiments up to a few hundred 

GeV DM masses
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Big Picture: Spin 0
�62

✦ For the first time started probing spin-0 mediators

2016
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Big Picture: Spin 0
�62

✦ For the first time started probing spin-0 mediators

2016
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Future Run 2 Searches
✦ Parton luminosity arguments shaped the searches program in 

2015-2018:

๏ Look for high-mass singly or pair-produced objects:


✤ Gluinos, squarks (SUSY)

✤ Z’, W’, dijet, tt, and diboson resonances, vector-like quarks, leptoquarks, 

black holes (Exotica)

✦ The situation has finally changed after 2016, since the data 

doubling time from now on for the first time would exceed 1 
year, approaching a "lifetime" of a graduate student in CMS


✦ Expect more sophisticated searches in complicated final states 
that haven't been explored before, using advanced analysis 
techniques, ISR and VBF probes, etc.


✦ The LHC searches are moving away from the lampposts (both 
theoretical and experimental) and enter really unprobed 
territory
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Conclusions: Quo Vadis?
✦ LHC is an amazing machine, with a spectacular performance by far 

exceeding the expectations, despite a few birth pains

✦ Discovery of the Higgs boson in 2012 has completed the standard model 

of particle physics and paved an avenue to decades of exploration

๏ Cf. the richness of top quark physics now, nearly a quarter century after the 

discovery!

✦ Precision standard model measurements, supported by the latest theory 

developments continue to be very exciting and important

✦ Direct searches for new physics have unexpectedly failed so far, but not 

for the lack of trying!

๏ Redirect searches away from theoretical lampposts, and toward challenging 

signatures and most sophisticated analysis techniques

๏ If all fails: LHC will do for dim-6 operators what LEP did for the SM dim-4 

ones (SMEFT approach)!

✦ It's too early to throw a towel in: there are still hints for BSM physics 

(e.g., in the flavor sector) and we will follow up on them diligently

✦ Stay tuned for many new results from full Run 2 data later this year!
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Thank You!


