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Initial state radiation
experiment @ MAMI
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[ What is the size of the proton? }
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After 50 year of research is the size of the proton still
not understood to a desirable accuracy!




The proton radius puzzie

Antognini et al.
Pohl et al.
Melnikov et al.
Udem et al.

Adamuscin et al.
Sick et al.
Ron et al.

Hill et al.
Belushkin et al.
Blunden et al.
Rosenfelder et al.
Mergell et al.

Wong et al

JODATA 2010

Zhan et al.
Bernauer et al.
Eschrich et al.
McCord et al.
Simon et al.
Borkowski et al.
Akimov et al.
Frerejacque et al.
Hand et al.

0.74 0.76 0.78 0.8 0.82 0.84 0.86 0.88 0.9 0.92
(re)  [fm]

Atomic spectroscopy

Scattering experiments

- Many different measurements done through the years.

- New u-p Lamb shift measurement, 7o away.

- Further investigations necessary.



[ Elastic Cross-Section measurement

- Radius can be obtained by measuring

cross section of H(e,e’)p:

dQ \d), 1+t * g slope of FF (Q2->0).
- -1 2
e=1+2(1+ 7)tan’ ﬁe] r= Y =
2 dm, 10
- Extraction of FF via Rosenbluth, Lo
Super-Rosenbluth Separation:
o\ 1
GE(QZ) ~ GDipOle(Q2) — 1+
0.71 ?21 0.99 I
g’ |
- Best estimate for radius: ~ '
SE0.98 I
d == Bernauer (MAMI 2010) I T +
2 2 2 imon a
(1) = =61 25 G @l 07 LN, s
® Murphy (Saskatoon 1974)
0.06 L ¢ Price (CEA 1971) ! 1
3 ' — Belushkin (Dispersion Analysis 20‘)7)
-2V oo 2 oo
Pbipore 1) =0 <,,EZ> P 7 <,,EZ> 0.0001 0.001 0.01 0.1

No data at lowest Q2. Determination

Q* / (GeV?/c?)



[ Exploiting the radiative tail ]

- To test the behavior of FFs at Q2 ~ 0, elastic cross-section
measurements at lower Q2 would be needed.

- Lowest Q? is constrained by the limitations of experimental
apparatus (beam energy, scattering angle ... ).

WAY AROUND: Use information stored in the radiative tail.

Accessible kinematic range @ MAMI
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[

Initial state radiation ]

- Radiative tail dominated by coherent sum of two Bethe-Heitler diagrams.
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Reconstruct

- In data ISR can not be distinguished from FSR.
- Combining data to the simulation, ISR information can be reached.

- ldea behind new MAMI experiment to extract G.P at Q2 ~ 104 (GeV/c)?

- Redundancy measurements at higher Q2 for testing this approach in a
region, where FFs are well known.



[ Simul++

- In the experiment the G_P will not be Searching for G.P which

] gives the best agreement
dlreCﬂy extracted frOm data between data and simulation

Data vs. Simulation

- FF are camouflaged by effects that 35000 Simulation
accompany FSR and ISR diagrams
(Born diagrams, vertex corrections).

-..q |SR-2013 Data

30000

25000

- Approach analogous to Bernauer et al.
will be used, where simulated
distributions are directly compared
to measured data.

20000 +

15000 F

Counts/ 0.1 mC

10000 -

- Simulate ep->epy with a sophisticated
Monte-Carlo simulation Simul++.

5000 t+

10
- Simulation will be run with various values Relative particle momentum 4, / %
of GgP. Contribution of G,,° is neglected @ Q2~0.

- Final values of FFs will be determined by a x?-minimization.

15



[

Going beyond simple approximation ]

- Simul++ employs an advanced - Next order terms considered via
event generator, which exactly effective correction to the
calculates amplitudes for four cross-section.
leading order diagrams. & o y

L X X%@%?é

orn i (Born f)
- Precise spectrometer acceptances, ) )
. ﬁg’ g é\@y’ §4 §§
particle energy-losses and s s \.

rescatterings are also implemented.




[ First experiment

- First measurements done in 2010. Three weeks of data taking.
(2 weeks with full target, 1 week with empty target)

- Purpose: Is the experiment feasible? Discover potential problems.

Spectrometer A:

- Luminosity monitor (const. setting)

- Momentum: 150, 300, 370 MeV/c
Electron Beam: - Angle: 37.9°

- Energy: 195, 330, 495 MeV “0 iy &

N N
- Current: 10nA — 1pA 1 Cryogenic depositions around

- Rastered beam ..' Y the target cell
> L
\. Forster probe Spectrometer B:
i / - Data taking
Luminosity monitors: -Angle: 15.3
- Momentum:

- pA-meter 62 - 178 MeV/c (35 setups)

167 - 313 MeV/c (9 setups)
236 - 468 MeV/c (16 setups)

- Forster probe

Spectrometer C:

- Not used



[

Major handicap of the pilot experiment

- Experiment utilizes a standard Liquid-Hydrogen target.

LH2 Loop

Scattering chamber

2| Target Cell made
J of 10um Havar

49.5 mm

- Due to poor vacuum and low beam intensities,
layer of Cryogens covered the target cell.

- Depositions consists of residual N, O, and H,0.

- Affects not only particle energy-losses but
changes also the detection rates.

- Disturbs Luminosity determination.
- Amount of snow changes irreqularly with time.




Effects of cryogenic depositions
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[ Full experiment }

- Full experiment done in August 2013. Four weeks of data taking.

Spectrometer A:

- Luminosity monitor (const. setting)

- Momentum: 180, 305, 386 MeV/c
- Angles: 50°, 60°

Electron Beam:
- Energy: 195, 330, 495 MeV

- Current: 10nA— 1uA
- Rastered beam

orster probe " , \:;;,5\_" N Spectrometer B:
/ O - Data taking
Luminosity monitors: :ﬁﬂr;gr:]eé;ﬁﬁ?
- pA-meter 48 - 194 MeV/c (35 setups)
- Forster probe Spectrometer C: 156 - 326 MeV/c (12 setups)

289 - 486 MeV/c (9 setups)
- - Not used

Beam control module:

- Communicates with MAMI and ensures very stable beam.
- BPM and pA-meter measurements performed automatically every 3min.



[

Minimizing cryogenic depositions

Position at vertex [mm]

Position at vertex [mm]

- Improved vacuum in target chamber (104> 10 mbar).

- New target windows with additional layer of Aramid.

- Fixing Spectrometer A to elastic settings to see effects of
snow gathering more clearly.
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Spectrometer A has enough
resolving power for clear
identification of Nitrogen and
Oxygen.
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[ First Results

ISR 2013 (E, = 495 MeV)

- First findings of online analysis. 107
L] 6 —
- Data are normalized to 0.1mC i
. . (@) L
using Forster probe & Spec-A. E 405 |
o‘ L
S g0t |
- Only acceptance and Vertex-z 3 i
cuts considered. 100 |
Pi duct 10° |
- Pion production processes 205
contribute ~10% at smallest
10%
momenta. T
o2 0%
- . . a2
- Visible effects of finite resolution. ° 4,

(wall contributions still present) 0%

| === Data (MAMI 2013)
L — — — Simulation

s H(€, €')N 7+ and
H(e, e')p 7° Contributions

- Agreement between data and 0

simulation justifies use of Simul++.

300 350 400
Electron energy E’ [MeV]

450



[ First Results #2 }

- First findings of online analysis. 107 . ISR 2013 (£, = 495 MeV)
[ =m—m= Data (MAMI 2013)
o ———aimulation g
. 10° | o , ! + L
- Data are normalized to 0.1mC e on e e ributions

. . O L
using Forster probe & Spec-A. E 405 |
C). L
S 10t
- Only acceptance and Vertex-z 3 |

cuts considered. 108 |

102
20%

- Pion production processes
contribute ~10% at smallest
momenta.

10%

1

Data
Simulation

- Visible effects of finite resolution. 0%

(wall contributions still present) 0%

- Agreement between data and _Challenge for the offline a_na_IyS|s
is to reduce these uncertainties as

much as possible!

simulation justifies use of Simul++.



[ Challenges for the offline analysis

- Goal: determine the cross-sections with accuracy of ~ 1%.
- All steps of the analysis must be prudently performed.

-8
—® Rawdata

Q@



[ Challenges for the offline analysis

- Goal: determine the cross-sections with accuracy of ~ 1%.
- All steps of the analysis must be prudently performed.

—_—
—® Rawdata *

!

4 Detectors: N
- Precise calibration

- Evaluation of their
\_ performance. )

®




[ Detector calibration and evaluation

- Cherenkov detector: Pedestal subtraction and alignment of the ADC.
Determination of the detection efficiency (99%).

Spectrometer A Cerenkov calibration 100

10000

Before calibration 40

——— After calibration

98
1000

20

96

Counts
)
o

94

y-position / mm
[en)

10 -20

92

-40

1

0 200 400 600 800 1000 1200 1400 1600 1800 2000
Light yield [ADC Channels] -1000 -500 0 500 1000

90

X-position / mm

- Scintillation detectors: Detection efficiency determination (= 98 %).

- VDC: Precise efficiency studies revealed a room for improvements.
New analysis library for the improved track reconstruction efficiency.

Efficiency / %



[ Challenges for the offline analysis

- Goal: determine the cross-sections with accuracy of ~ 1%.
- All steps of the analysis must be prudently performed.

Raw data }—

4 Detectors: )
- Precise calibration

- Evaluation of their
\_ performance. )




Improved Spectrometer optics

- Dedicated 3-week optics calibration beam time.

- Data collected for all three considered beam energies.

¢o / mrad

- Broadening due to multiple scattering effects in the air and foils.
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[ Challenges for the offline analysis

- Goal: determine the cross-sections with accuracy of ~ 1%.
- All steps of the analysis must be prudently performed.

@pectrometers: \ﬂ—‘ /S

—® Raw data
- Measurement of
angle, pivot position. l
- Absolute momentum y N
optimization. Detectors:
- New optics matrices - PreC|se.caI|brat|o.n
for track reconstruction - Evaluation of their

K / \_ performance. )

o

Data manipulation:

- New library for the track reconstruction.

- Energy losses correction (cryogenics).

- Background substraction. P




[ Background subtraction }

- Subtraction of the empty cell data:
With the decreasing momentum the vertex resolution deteriorates.

Vertex cuts can no longer be successfully applied.

ISR 2013 (E, = 330 MeV)

7
107 ¢ 45

" mmemm Data (MAMI 2013) I 7
106 [ — — — Simulation N , +} ‘ A
[ e H(e, &’)n 7+ and 40 | = e ——
o o f H(e, e’)p ©° Contributions ! ¥
10° ‘ — e - ; ‘
E Oy —Re¢gion:with:poor:
S i 35 - i o i
S 10k — - yesolution|
§ 3 [ 30 - | : I‘ ' ‘ :
O 10 r .|-¢- ——————————————————————————— b +l» !
B I X —f—
[ L ‘ 1 —
102 | 5 2 R -
I % - — — 1 195 MeV
10° @ 20r R P e |
F -+ I{ 1
40% 1 |
—— RN E—
15 |+ I ——
9 )—0—'—1 Pt
20% I —
T 10 = »—o—<l »—1—1 —
_ — —L ] 330 MeV
m‘% 00/0 [ F }_:-_{ 1
S -" 5 | - =
%) 200/ ] % [0} . j % I :—l—“ —
20% - Effect of contamination ¢ ‘ 1 Empyes i
-40% - 0 ata. % -40 -30 -20 -10 0 10 20 30 40
' Peak position along the beam line [mm]

150 200 250 300 350
Electron energy E’ [MeV]



[

-1

Data
Simulation

Subtraction of the cell walls

- At low momenta vertex resolution insufficient for successful vertex cuts.
- LH2 data contaminated with events from walls.

- Empty cell data required. They need
to be tuned to full data!

Counts/ 0.1 mC

ISR 2013 (£, = 495 MeV)

107
" mmem= Data (MAMI 2013)
+ — — —Simulation .
108 | wmee H(e, &')n 7+ and Data with
H(e, &’)p 7° Contributions
_ vertex cut
108
104 |
103 |
102
20%
10%
0%
-10%
-20%
1 1 % 1 1
250 300 350 400 450 500

Electron energy E’' [MeV]

Data
Simulation

Counts/ 0.1 mC

107 ¢

ISR 2013 (Eyg = 495MeV)

105 &
105 |

104 |

Counts/ 0.1 mC

108 |

102 |

| === Data (MAMI 2013)
— — — Simulation
e H (€, €')N 7+ and
H(e, ¢')pn°® Contributions
Empty cell data

60%

40%

20%
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-20%

%f .1’5 t C "

Data without
vertex cut

100000 |
10000 |

1000
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Empty cell data

1
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[ Challenges for the offline analysis

- Goal: determine the cross-sections with accuracy of ~ 1%.

- All steps of the analysis must be prudently performed.

@pectrometers: \ﬁ—‘

- Measurement of
angle, pivot position.

- Absolute momentum
optimization.

- New optics matrices

B

for track reconstruction/

T

Data manipulation:

- New library for the track reconstruction.

w

—® Raw data

!

4 Detectors:

- Precise calibration

- Evaluation of their
\_ performance.

~

Luminosity:

- Improved luminosity

calculator.
a

)

- Energy losses correction (cryogenics).

- Background subtracti

on.




[ Challenges for the offline analysis

- Goal: determine the cross-sections with accuracy of ~ 1%.
- All steps of the analysis must be prudently performed.

@pectrometers: \(—0 Luminosity:

M  of — Raw data - Improved luminosity
easurgmen 0.. calculator.
angle, pivot position. l &
- Absolute momentum /D : N
optimization. etectors: Simulation:
- New optics matrices o - Precise calibration| | _ Eypiicit inclusion
for track reconstruction - Evaluation of their of 2y corrections.
erformance.
k / P / - Complete simulation of
l I the target walls.
_ _ w - Consideration of the
Data manipulation: effects related to the
- New library for the track reconstruction. cryogenic depositions.

¥

- Energy losses correction (cryogenics).
- Background subtraction. P




[ Challenges for the offline analysis

- Goal: determine the cross-sections with accuracy of ~ 1%.
- All steps of the analysis must be prudently performed.

Luminosity:
@pectrometers: \(—0 y

M  of — Raw data - Improved luminosity
- Vieasurement ot calculator.
angle, pivot position. l \t
- Absolute momentum /D : N
optimization. etectors: Simulation:
- New optics matrices o Precise calibration - Explicit inclusion
for track reconstruction - Evaluation of their of 2y corrections.
erformance. _ _
k / P / - Complete simulation of
l I the target walls.
_ _ w - Consideration of the
Data manipulation: effects related to the
- New library for the track reconstruction. cryogenic depositions.
- Enerqgy losses correction (cryogenics). \I,

- Background subtraction. o—){ Final results }




[ Conclusions ]

- Proton radius puzzle is an important - First test measurements in 2010
open question of nuclear physics. proved the principle and
revealed some experimental
problem.

O O

- All diagnosed obstacles were

- A new experiment is underway
addressed.

at MAMI to measure G.P at
very low Q2.

- Full experiment was successfully
run in August 2013.

- A new technique is being used bbb
based on ISR, which exploits R,=?
information from radiative tail
to determine FF at lowest Q2. - Data analysis is now underway.







[ Solid state '“C data

- Old data showed discontinuities in the measured missing mass specitra.

- Effect most probably consequence of cryogenic depositions.

- Other explanations also possible (acceptance change at
low missing momenta, other sources of background).

- Data with thin '2C target used to inspect the performance
and stability of the apparatus.
12C Data (Ep = 195MeV)
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108 |
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Counts

104 |
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40 60 80 100 120 140 160 180 200
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[ Kinematic settings of the full experiment ]

- Measured kinematic points and corresponding Q? at vertex.
- Three kinematic regions overlap to verify ISR approach.

106 = Simulation for 495 MeV
L Simulation for 330 MeV
= Simulation for 195 MeV
| 1
1° ¢t Test of ISR 5 Overlap for ¥ of

the acceptance

Counts

10°
s 108
~—
(8]
> 107
9]
108
=
2 10° 2
© c
= (0]
E 104 @
s
g 108
2 102
E 1
NO 10
100

50 100 150 200 250 300 350 400 450 500
Energy of scattered Electron E’ [MeV]



