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Low-redshift tensions with Planck 2013

Planck Collaboration: Cosmological parameters

Fig. 18. Magnitude residuals relative to the base ⇤CDM model that best fits the SNLS combined sample (left) and the Union2.1
sample (right). The error bars show the 1� (diagonal) errors on mB. The filled grey regions show the residuals between the expected
magnitudes and the best-fit to the SNe sample as ⌦m varies across the ±2� range allowed by Planck+WP+highL in the base
⇤CDM cosmology. The colour coding of the SNLS samples are as follows: low redshift (blue points); SDSS (green points); SNLS
three-year sample (orange points); and HST high redshift (red points).

Table 9. Best-fit parameters for the SNLS compilations.

Data set NSNe M1
B M2

B ↵ � ⌦m �2

SNLS combined . . . . . . . . . . . . . . . . 472 �19.16 �19.21 1.425 3.256 0.227 407.8
SNLS SiFTO . . . . . . . . . . . . . . . . . . 468 �19.15 �19.20 1.352 3.375 0.223 414.9
SNLS SALT2 . . . . . . . . . . . . . . . . . 473 �19.15 �19.20 1.698 3.289 0.247 376.7
SNLS combined (CMB ⌦m) . . . . . . . 472 �19.12 �19.18 1.417 3.244 0.317 412.5
SNLS SiFTO (CMB ⌦m) . . . . . . . . . 468 �19.12 �19.18 1.339 3.351 0.317 420.1
SNLS SALT2 (CMB ⌦m) . . . . . . . . . 473 �19.12 �19.18 1.691 3.302 0.317 378.9

the stellar masses of the host galaxies and associated covariance
matrices, as reported by Conley et al. (2011)27.

In this section, we focus exclusively on the base ⇤CDM
model (i.e., w = �1 and ⌦K = 0). For a flat Universe, the ex-
pected apparent magnitudes are then given by

m⇤CDM
B = 5log10D̂L(zhel, zCMB,⌦m) � ↵(s � 1) + �C +MB, (55)

where D̂L is the dimensionless luminosity distance28 and MB
absorbs the Hubble constant. As in Sullivan et al. (2011), we ex-
press values of the parameter(s)MB in terms of an e↵ective ab-
solute magnitude

MB =MB � 5log10

 
c

H0

!
� 25, (56)

for a value of H0 = 70 km s�1 Mpc�1.
The likelihood for this sample is then constructed as in

Conley et al. (2011) and Sullivan et al. (2011):

�2
SNe = (MB � M

⇤CDM
B )T C�1

SNe(MB � M

⇤CDM
B ), (57)

where MB is the vector of e↵ective absolute magnitudes and
CSNe is the sum of the non-sparse covariance matrices of
Conley et al. (2011) quantifying statistical and systematic er-
rors. As in Sullivan et al. (2011), we divide the sample accord-
ing to the estimated stellar mass of the host galaxy and solve for

27https://tspace.library.utoronto.ca/handle/1807/
25390. We use the module supplied with CosmoMC.

28Note that the luminosity distance depends on both the heliocentric,
zhel, and CMB frame, zCMB, redshifts of the SNe. This distinction is
important for low-redshift objects.

two parameters, M1
B for Mhost < 1010M� and M2

B for Mhost �
1010M�. We adopt the estimates of the “intrinsic” scatter in mB
for each SNe sample given in Table 4 of Conley et al. (2011).

Fits to the SNLS combined sample are shown in the left-
hand panel of Fig. 18. The best-fit parameters for the combined,
SiFTO and SALT2 samples are given in Table 9. In the base
⇤CDM model, the SNe data provide a constraint on ⌦m, inde-
pendent of the CMB. As can be seen from Table 9 (and also
in the analyses of Conley et al. 2011 and Sullivan et al. 2011),
the SNLS combined compilation favours a lower value of ⌦m
than we find from the CMB. The key question, of course, is
whether the SNe data are statistically compatible with the Planck
data. The last three rows of Table 9 give the best-fit SNe param-
eters constraining ⌦m to the Planck+WP+highL best-fit value
⌦m = 0.317. The grey bands in Fig. 18 show the magnitude
residuals expected for a ±2� variation in the value of ⌦m al-
lowed by the CMB data. The CMB band lies systematically low
by about 0.1 magnitude over most of the redshift range shown in
Fig. 18a.

Table 9 also lists the �2 values for the ⌦m = 0.317 fits.29 The
likelihood ratio for the SiFTO fits is
LSNe

LSNe+CMB ⌦m

= exp
 

1
2

(�2
SNe � �2

SNe+CMB ⌦m
)
!
⇡ 0.074. (58)

This is almost a 2� discrepancy. (The discrepancy would appear
to be much more significant if only the diagonal statistical errors

29We caution the reader that, generally, the �2
SNe obtained from

Eq. (57) will di↵er from that quoted in the online parameter tables
in cases where the SNLS data is importance sampled. For importance
sampling, we modified the SNLS likelihood to marginalize numerically
over the ↵ and � parameters.
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Planck XVI 2013 results in 2-2.5σ tension with various low-redshift measurements… 

Tensions with some high-redshift SNe 
compilations: resolved with improved / 
unified SNe calibration (Betoule et al. 2014)

Tensions with some galaxy weak lensing 
surveys: not fully resolved; a lot of scrutiny, 
more work on lensing systematics

Tensions with some cluster constraints: not fully resolved; mass calibration!

Tension with local distance ladder: much worse (2.5σ has become 3.8σ)!

None of these effects disappeared as statistical fluctuations



  

What is the BAO scale?

Standard ruler length set at 
recombination ('sound horizon')

Expands with the universe

~150 Mpc comoving large 
enough scale to be (nearly) 
unchanged by nonlinear growth

Image credit: ESA

sound horizon

BAO observables



  

What is the BAO scale?

Early-universe expansion rate (matter vs radiation)
Baryon-photon ratio
Number of effective neutrino species

 

Late-time expansion (matter vs dark energy)
 

BAO measurements alone cannot distinguish between 
change in absolute sound horizon rs and change in H0



from the BOSS Data Release 12 (DR12), including ( )D z rM d
and ( )H z rd for each of the three redshift bins and the six-by-six
covariance matrix described by Alam et al. (2017). We restrict
our analysis to the BAO scale as it is the most robust
observable from LSS surveys (e.g., Weinberg et al. 2013, and
references therein), and do not consider redshift-space
distortion constraints or information from the broadband
correlation function. We do not include results from the
WiggleZ7 survey, which are consistent with BOSS and
partially overlap in sky coverage (Beutler et al. 2016).

BAO have been measured in the Lyα forest of BOSS
quasars (QSOs), and in the cross-correlation between the QSOs
and Lyα absorbers, at effective redshifts of 2.3–2.4 (Busca
et al. 2013; Slosar et al. 2013; Font-Ribera et al. 2014; Delubac
et al. 2015; Bautista et al. 2017). BAO measurements at these
redshifts, when the dark energy contribution to the total energy
budget of the universe is small, are a powerful complement to
the BAO from lower-redshift galaxy surveys. The analysis
methodology and systematic error treatment required to extract
the Lyα BAO scale are less mature than those for the galaxy
BAO and are an active field of research (e.g., Blomqvist
et al. 2015). The anisotropic BAO measurements from the
DR11 Lyα and QSO×Lyα analyses are in s~2.5 tension
with Planck predictions, assuming a standard flat LCDM
model. This tension was reduced slightly in the DR12 Lyα
BAO analysis (Bautista et al. 2017). Bautista et al. (2017)
found that the shift in the DR12 Lyα constraints was
predominantly due to the additional data rather than some
different treatment of systematic effects.8 We present results
using the DR11 Lyα and QSO×Lyα constraints, and from
combining the galaxy and Lyα BAO, noting that s~2.5 effects
can and do arise purely from statistical fluctuations, and that
there is currently no known systematic error that explains this
tension.

Other BAO measurements have been reported, for example,
using galaxy clusters as LSS tracers (e.g., Hong et al. 2016;

Veropalumbo et al. 2016). These results are generally less
precise than the galaxy BAO, at similar redshifts, and their
inclusion would not significantly affect our results. Recently,
the first measurement of BAO from the extended Baryon
Oscillation Spectroscopic Survey (eBOSS9) was reported using
clustering of quasars at - -z0.8 2.2 (Ata et al. 2018). BAO
constraints from this redshift range are potentially a useful
addition to the galaxy and Lyα BAO and upcoming, higher-
precision eBOSS measurements will be interesting to include in
future analyses.

2.2. Choice of CMB Data for Joint Fits

Joint fits between Planck and BAO have been reported
extensively for a range of cosmological models in recent work
(e.g., Aubourg et al. 2015; Planck Collaboration et al. 2016a;
Alam et al. 2017). While Planck provides the most precise
CMB constraints, s~2.5 tension exists between determination
of some parameters from splitting the Planck power spectrum
into multipoles <ℓ 800 and >ℓ 800, where the choice of 800
corresponds to a roughly even division of overall constraining
power (Addison et al. 2016). In the full LCDM model space,
the tension is not significant ( s1.8 for the assumptions used by
Addison et al. 2016; see also Planck Collaboration et al. 2017).
Current low-redshift cosmological observations do not provide
strong constraints across the full LCDM parameter space, but
they do provide independent and precise constraints on a subset
of parameters, including H0, Wm, and s8. These parameters are
therefore of particular interest when it comes to assessing the
performance of the LCDM model and testing for alternatives.
Given the moderate internal Planck tension in these parameters,
it is informative to consider other CMB measurements to help
understand the extent to which conclusions are driven by
Planck data, or are independent of Planck. In this work we
therefore also include results from the final WMAP 9-year
analysis (Bennett et al. 2013; Hinshaw et al. 2013), the
Atacama Cosmology Telescope Polarimeter (ACTPol; Sherwin
et al. 2017; Thornton et al. 2016; Louis et al. 2017) two-season
survey, covering 548deg2, and the 2500deg2 South Pole

Table 1
BAO Measurements Used in This Work

Data Set LSS Tracer zeff Measurementa Constrainta References

6dFGS galaxies 0.106 ( )r D zd V eff 0.336±0.015 Beutler et al. (2011)
SDSS MGS galaxies 0.15 ( )D z r rV d deff ,fid. [Mpc] 664±25 Ross et al. (2015)
BOSS DR12 galaxies 0.38 ( )D z r rM d deff ,fid. [Mpc] 1512±25 Alam et al. (2017)

( )H z r rd deff ,fid. [km s−1 Mpc−1] 81.2±2.4
0.51 ( )D z r rM d deff ,fid. [Mpc] 1975±30

( )H z r rd deff ,fid. [km s−1 Mpc−1] 90.9±2.3
0.61 ( )D z r rM d deff ,fid. [Mpc] 2307±37

( )H z r rd deff ,fid. [km s−1 Mpc−1] 99.0±2.5
BOSS DR11 Lyα Lyα absorbersb 2.34 ( )D z rA deff 11.28±0.65 Delubac et al. (2015)

[ ( ) ]c H z rdeff 9.18±0.28

BOSS DR11 QSO×Lyα QSO, Lyαb 2.36 ( )D z rA deff 10.8±0.4 Font-Ribera et al. (2014)
[ ( ) ]c H z rdeff 9.0±0.3

Notes.
a Note that the fiducial sound horizon, rd,fid., differs across different analyses. We provide constraints here only to show relative precision. For parameter fitting we use
full-likelihood surfaces, including correlations across the BOSS redshift bins or between DM and H.
b For brevity we refer to the Lyα and QSO×Lyα measurements collectively as Lyα.

7 http://wigglez.swin.edu.au/site/
8 The DR12 QSO×Lyα analysis, released while this work was in review,
produced results consistent with DR11, in tension with Planck predictions at
the s2.3 level (du Mas des Bourboux et al. 2017). 9 http://www.sdss.org/surveys/eboss/
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Caveats! 

Assume Gaussian likelihood for some measurements: known to be inaccurate far 
from peak of likelihood for some of the less-precise measurements


Use BAO scale constraints like data points: not fit to 2-point measurements


Error bars from sims: assume fiducial cosmological model and values of params 
for covariance; validity beyond LCDM? (e.g. Neff)



Comparing galaxy and Lyα BAO
Impact of BAO on H

0

9

Figure 3. Left: Comparison of BAO-only constraints in the flat ⇤CDM model. Contours containing 68 and 95% of MCMC samples
are shown for galaxy (ze↵  0.61) and Ly↵ forest (ze↵ � 2.3) BAO separately and in a joint fit using the BAO data listed in Table 1.
In flat ⇤CDM the late-time expansion rate is determined only by ⌦m, with H0rd acting as an overall expansion normalization. Right:
Comparison of ⌦m constraints from BAO, CMB and SNe measurements. The SNe constraint is from the “joint light-curve
analysis” (JLA) presented by Betoule et al. (2014). While the combined BAO fit produces a tight constraint ⌦m = 0.293± 0.020,
in agreement with the CMB and SNe determinations, there is a 2.4� tension between the galaxy and Ly↵ BAO, which individually prefer
higher and lower values of ⌦m, respectively.

Table 3
⇤CDM constraints from the BAO+D/H fits, using either the theoretical or empirical d(p, �)3He reaction rate, with CMB anisotropy

constraints from WMAP and Planck included for comparison

Parameter BAO+D/H BAO+D/H WMAP 9-year Planck 2016
(theoretical) (empirical)

100⌦bh
2 2.156± 0.020 2.257± 0.034 2.265± 0.049 2.215± 0.021

100⌦ch2 10.94± 1.20 11.19± 1.29 11.37± 0.46 12.07± 0.21
100✓MC 1.0292± 0.0168 1.0320± 0.0173 1.04025± 0.00223 1.04076± 0.00047
H0 [km s�1 Mpc�1] 66.98± 1.18 67.81± 1.25 69.68± 2.17 66.89± 0.90
⌦m 0.293± 0.019 0.293± 0.020 0.283± 0.026 0.321± 0.013
rd [Mpc] 151.6± 3.4 149.2± 3.6 148.49± 1.23 147.16± 0.48

as fixed from the CMB temperature, a measurement of
the primordial deuterium abundance in conjunction with
knowledge of BBN physics provides a constraint on ⌦bh

2.
Precise estimates of the primordial deuterium abundance
have been made in recent years using extremely metal-
poor damped Lyman-↵ (DLA) systems along sight lines
to high-redshift quasars (e.g., Pettini & Cooke 2012;
Cooke et al. 2014, 2016; Riemer-Sørensen et al. 2017).
Cooke et al. (2016; hereafter C16) report

105D
I

/H
I

= 2.547± 0.033 (5)

by combining six such systems. The d(p, �)3He reaction
rate plays a key role in the conversion from D/H to ⌦bh

2.
Using the theoretical calculation for this rate from Mar-
cucci et al. (2016), C16 find

100⌦bh
2 = 2.156± 0.020

(D/H, theoretical rate),
(6)

which is > 2� lower than the Planck value (assuming a
standard ⇤CDM model throughout). Using instead an

empirically derived d(p, �)3He rate, C16 find

100⌦bh
2 = 2.260± 0.034

(D/H, empirical rate),
(7)

which has a larger uncertainty but is in better agree-
ment with CMB-derived values. We performed fits to
the galaxy plus Ly↵ BAO data with the addition of each
of the Gaussian priors on ⌦bh

2 in (6) and (7) in turn.
We show parameter constraints in Table 3, including the
WMAP 9-year and Planck 2016 CMB anisotropy con-
straints for comparison.

In the BAO+D/H fits, ⌦bh
2 is driven solely by the D/H

prior, as expected, and ⌦m matches the BAO-only value.
While the choice of the d(p, �)3He reaction rate signifi-
cantly impacts the value of ⌦bh

2, it has a reduced im-
pact on the inferred H

0

, because rd only depends weakly
on ⌦bh

2 (Eisenstein & Hu 1998; Addison et al. 2013).
Specifically, replacing the theoretical rate with the em-
pirical one shifts the center of the ⌦bh

2 distribution by
5.2 times the original uncertainty, but shifts the H

0

dis-
tribution by only 0.7 times the original uncertainty. Our
BAO+D/H results for H

0

are more robust to the choice

For flat LCDM ALL BAO constrain Ωm and H0rd (Addison et al. 2013)

Combined fit produces matter density in agreement with CMB, SNe

But ~2.4σ tension between galaxy and Lyα measurements
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Figure 1. Including BAO data substantially tightens CMB constraints on H0. The observables corresponding to the transverse and
line-of-sight BAO scale, DM rd,fid./rd, and H rd/rd,fid. (Section 2 and Table 1), are shown for redshift z = 0.61. The blue shaded contours
are the measurements from the final BOSS DR12 analysis (Alam et al. 2017). The different panels contain predictions from different,
essentially independent, CMB measurements assuming a flat ⇤CDM model, with MCMC samples color-coded by H0 in km s�1 Mpc�1.
The same ⌧ = 0.07 ± 0.02 prior is used in each case. The addition of the BAO tightens the H0 constraint by more than a factor of three
in the case of ACTPol or SPT data (Table 2). When combined with any current CMB data set the galaxy BAO disfavor the values of
H0 preferred by the distance ladder (73.24 ± 1.74 km s�1 Mpc�1; Riess et al. 2016) at moderate to high significance. The lower values
preferred by the high-multipole Planck data (the constraint from the samples shown in the top-right panel is 65.12± 1.45 km s�1 Mpc�1)
are also disfavored.

shifts the WMAP9+ACT+SPT+BAO14 H
0

con-
straint downwards by 0.61 km s�1 Mpc�1, a shift
comparable to the total uncertainty. This is dis-
cussed in more detail below.

(ii) A smaller shift of around 0.2 km s�1 Mpc�1

is due to different likelihood codes. We find
H

0

= 69.07 ± 0.70 km s�1 Mpc�1 using
WMAP9+ACT+SPT+BAO14. Our results were
obtained with the November 2016 versions of
CAMB11 and CosmoMC, while a different MCMC
code was used in B14. Furthermore, our imple-
mentation of the DR11 Ly↵ BAO constraint uses
the �2 look-up tables provided by BOSS12, whereas
B14 constructed a likelihood directly from values

11 http://camb.info/
12 http://darkmatter.ps.uci.edu/baofit/

reported by Delubac et al. (2015).

(iii) The ACTPol data have a stronger downward pull
on H

0

than ACT. Both ACT and ACTPol pre-
fer a lower H

0

value than WMAP alone (Sievers
et al. 2013; Louis et al. 2017). The SPT data pre-
fer a higher H

0

value than WMAP, and this prefer-
ence wins out in the combination with ACT. With
ACTPol, however, the downward pull is stronger,
and the resulting constraint shifts downwards from
69.98 ± 1.58 (WMAP9+ACT+SPT) to 69.08 ±
1.37 km s�1 Mpc�1 (WMAP+ACTPol+SPT). In
combination with the BAO the impact of using
ACTPol instead of ACT is subdominant to the
choice of BAO constraints.

(iv) The SDSS MGS BAO constraint at z
e↵

= 0.15 was
not used by B14. While the MGS measurement

Synergy between BAO and CMB
70.08 ± 1.96

68.34 ± 0.67 

3.0σ

67.12 ± 2.67

67.23 ± 0.80 

3.5σ

65.12 ± 1.45

67.91 ± 0.66 

3.2σ

71.38 ± 3.09

68.52 ± 0.90 

2.7σ

𝛕 
= 

0.
07

 ±
 0

.0
2



Synergy between BAO and CMB

information inherent to ( )D z rV d. It is therefore preferable to
use the anisotropic constraints where possible.

3.3. Constraints from the BAO Scale Alone

We now consider constraints from the BAO data without the
strong additional constraining power of the CMB anisotropy
measurements. As discussed above, in the flat LCDM model,
BAO measurements provide contours in the W - H rm d0 plane.
Combining the galaxy and Lyα BAO provides a tight
constraint on Wm from the late-time expansion history, even
when marginalizing over the normalization H rd0 . For the BAO
listed in Table 1 we find constraints of

W = o
= o -( ) ( )H r

0.292 0.020
10119 138 km s . 4

m

d0
1

The left panel of Figure 3 shows constraints from the galaxy
and Lyα BAO in theW - H rm d0 plane. The orientation of these

contours can be approximately understood from considering
the redshift dependence of H(z). Similar arguments hold for
DA(z). At the Lyα BAO redshifts the universe is matter-
dominated, and W +�( ) ( )H z H z1m0

1 2 3 2, so that ( )H z rd
constraints produce contours along the direction with

W·H rd m0
1 2 roughly constant. At lower redshifts, where dark

energy becomes dominant, H(z) depends less strongly on Wm,
leading to the galaxy BAO contour being oriented more along
the direction of the y-axis in Figure 3.13 There is little overlap
between the galaxy and Lyα contours. To quantify this
difference, we consider the test described in Section 4.1 of
Hou et al. (2014). We calculate c c c cD = - -+X Y X Y

2 2 2 2 ,
where in this case X and Y are the galaxy and Lyα BAO data,
respectively, c +X Y

2 denotes the best-fit c2 from the joint fit, and
cX

2 and cY
2 are the best-fit c2 from the fits to just the galaxy or

Figure 2. Use of the angle-averaged BAO constraint, ( )D z rV d , instead of the full anisotropic information, ( )D z rM d plus ( )H z rd , can impact determination of H0
from combined CMB+BAO fits. The upper left panel shows constraints from the same BOSS CMASS DR11 galaxy sample at =z 0.57eff (Anderson et al. 2014) but
different BAO measures—transverse (D rM d), line of sight (Hrd), and angle-averaged (D rV d , see Section 2.1). The lower left panel shows the anisotropic constraint
from combining ( )D z rM d and ( )H z rd . While there is significant overlap between the angle-averaged and anisotropic contours, the angle-averaged contour extends to
lower values of Wm, which are not allowed by the anisotropic constraint. The upper right and lower right panels show the effect of adding the BAO information to
CMB data (we show the same data sets used by Bennett et al. 2014, WMAP+ACT+SPT). The use of the angle-averaged ( )D z rV d constraint diminishes the
downward pull on H rd0 , and also H0, from the BAO. The vertical dashed lines correspond to the bounds of the contours containing 95% of the CMB+BAO MCMC
samples.

13 If BAO measurements at z=0 were possible, they would produce exactly
vertical contours in Figure 3.
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Angle-averaged DV is compression of information - diminishes downward pull on H0 in CMB+BAO



Breaking the BAO H0-rd degeneracy 
with baryon density constraint

O/H) is 0.15, indicating that our null hypothesis (the D/H
abundance is constant over the metallicity range of our sample)
can only be rejected at the s1.4 significance level.

It is intriguing that the tentative decline of D/H with increasing
metallicity is in the same sense as expected from galactic
chemical evolution. On the other hand, published models of the
astration of D (see Cyburt et al. 2016 for a list of references) do
not predict any significant evolution over the metallicity range
relevant here. For example, the recent galactic chemical evolution
models of Weinberg (2016) entertain very minor corrections for
astration at the metallicities of the DLAs considered here (see
also Romano et al. 2006; Dvorkin et al. 2016). Specifically, the
D/H astration correction is estimated to be 0.33% and 0.023%
(+0.0015 and +0.0001 in the log) from the least to the most
metal-poor DLA listed in Table 3. These (systematic) upward
corrections to D/H are significantly smaller than the random
errors associated with the six measures of D/H.

For comparison, converting Equation (16) of Weinberg
(2016) into the form of our Equation (5), we estimate a slope of
»-140 for their fiducial model, which is a factor of ∼20 lower
than the value estimated using the observational data, see
Equation (5). This suggests that astration is not responsible for
the mild evolution of D/H with metallicity (if there is one at all
over the range of O/H values of our sample).

Another possibility is that deuterium may be preferentially
depleted onto dust grains (Jura 1982; Draine 2004, 2006). This
effect has been seen in the local interstellar medium of the Milky
Way (Wood et al. 2004; Prochaska et al. 2005; Linsky

et al. 2006; Ellison et al. 2007; Lallement et al. 2008; Prodanović
et al. 2010). However, unlike the Milky Way, the DLAs that we
investigate here are very low metallicity ([Fe/H]<−2.0); even
the most refractory elements in such DLAs exhibit negligible
dust depletions (Pettini et al. 1997; Vladilo 2004; Akerman
et al. 2005), and very low-metallicity DLAs are not expected to
harbor a significant amount of dust (see Murphy & Bernet 2016,
and references therein). Ultimately, this issue will be clarified by
extending the number of precision measures of D/H over a
wider range of metallicity than covered by the present sample.

5.2. Implications for Cosmology

As discussed above, the six self-consistently analyzed D/H
abundance measurements that we consider here are statistically
consistent with being drawn from the same value. Hereafter, we
assume that all six measures provide a reliable estimate of the
primordial abundance of deuterium, ( )D H P/ . From the
weighted mean of these independent values, we deduce our
best estimate of the primordial deuterium abundance:

( ) ( )= - olog D H 4.5940 0.0056 610 P/

or, expressed as a linear quantity:

( ) ( )= o10 D H 2.547 0.033. 75
P/

To compare our determination of ( )D H P/ with the latest
Planck CMB results, we computed a series of detailed BBN
calculations that include the latest nuclear physics input. Our

Figure 5. We plot the current sample of high-quality primordial D/H abundance measurements (symbols with error bars) as a function of the oxygen abundance. The
green symbol (with the lowest value of [O/H]) corresponds to the new measurement reported here, and the blue symbols are taken from Cooke et al. (2014). The red
dashed and dotted horizontal lines indicate the 68% and 95% confidence interval on the weighted mean value of the six high-precision D/H measures listed in Table 3.
The right axes show the conversion between D/H and ΩB,0 h

2 for the Standard Model. The conversion shown in the left panel uses the recent theoretical determination
of the ( )gd p, 3He reaction rate (and its error) by Marcucci et al. (2016a), while the right panel uses an empirical ( )gd p, 3He rate and error based on the best available
experimental data (see Nollett & Burles (2000) and Nollett & Holder (2011) for a critical assessment of the available experimental data). In both panels, the gray
horizontal band shows the Standard Model D/H abundance based on our BBN calculations (see text) and the universal baryon density determined from the CMB
temperature fluctuations (Planck Collaboration et al. 2016). The dark and light shades of gray represent the 68% and 95% confidence bounds, respectively, including
the uncertainty in the conversion of ΩB,0 h

2 to D/H (0.83% for the left panel and 2.0% for the right panel). The Standard Model value displayed in the left panel is
0.02dex lower in log10(D/H) than that shown in Figure 5 of Cooke et al. (2014). This shift is largely due to the updated Planck results (Planck Collaboration
et al. 2016), and the updated theoretical ( )gd p, He3 reaction rate (Marcucci et al. 2016a).

Table 3
Precision D/H Measures Considered in this Paper

QSO zem zabs logN(H I)/cm−2 [O/H]a log10D I/H I

HS 0105+1619 2.652 2.53651 19.426±0.006 −1.771±0.021 −4.589±0.026
Q0913+072 2.785 2.61829 20.312±0.008 −2.416±0.011 −4.597±0.018
SDSSJ1358+0349 2.894 2.85305 20.524±0.006 −2.804±0.015 −4.582±0.012
SDSSJ1358+6522 3.173 3.06726 20.495±0.008 −2.335±0.022 −4.588±0.012
SDSSJ1419+0829 3.030 3.04973 20.392±0.003 −1.922±0.010 −4.601±0.009
SDSSJ1558−0031 2.823 2.70242 20.75±0.03 −1.650±0.040 −4.619±0.026

Note.
a We adopt the solar value log (O/H) + 12 = 8.69 (Asplund et al. 2009).
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• Need external constraint on baryon density to get H0 from BAO


• Want something independent from the CMB anisotropy measured by Planck etc.


• Primordial deuterium abundance sensitive to baryon-to-photon ratio (assuming 

standard Big Bang nucleosynthesis - BBN - physics)


• Estimated using extremely metal-poor damped Lyα systems

Cooke et al. (2016)
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Figure 4. Adding an estimate of the baryon density, ⌦bh
2, in

this case from deuterium abundance (D/H) measurements, breaks
the BAO H0 � rd degeneracy in ⇤CDM. The same contours
are shown as in Figure 3, with the addition of a Gaussian prior
100⌦bh

2 = 2.156 ± 0.020 (Cooke et al. 2016). In contrast to Fig-
ure 3, here ⌦m determines both the early time expansion, including
the absolute sound horizon, rd, as well as the late-time expansion
history. The radiation density is fixed from COBE/FIRAS CMB
mean temperature measurements. The combined BAO+D/H con-
straint, H0 = 66.98 ± 1.18 km s�1 Mpc�1 is 3.0� lower than the
Riess et al. (2016) distance ladder determination and is indepen-
dent of CMB anisotropy data.

of rate than one might expect from the ⌦bh
2 difference.

The H
0

values listed in Table 3 from the BAO+D/H
fits have uncertainties of around 1.8% and are 3.0 and
2.5� lower than the R16 distance ladder value of 73.24±
1.74 km s�1 Mpc�1 for the theoretical and empirical
d(p, �)3He rates, respectively. The combination of pre-
cise BAO and D/H measurements enables determina-
tions of H

0

within the context of the flat ⇤CDM model
that are almost 50% tighter than the distance ladder
measurement, and lower at moderate to strong signif-
icance. We emphasize that these constraints are com-
pletely independent of CMB anisotropy measurements.

Constraints in the ⌦m �H
0

plane for the BAO+D/H
fits with the theoretical d(p, �)3He rate are shown in Fig-
ure 4. We show results from the galaxy and Ly↵ BAO
separately and together, as before. Tension between the
galaxy and Ly↵ BAO is again apparent. Adding D/H
to these data separately favors higher values of H

0

, and
it is only when galaxy and Ly↵ BAO are combined that
H

0

is constrained to the values quoted in Table 3.
The direction of the Ly↵ BAO contour is

roughly the same in the left panel of Figure 3 and
in Figure 4, while that of the galaxy BAO con-
tour changes. This behavior can be understood
by considering how rd depends on ⌦m and H

0

. For
a given value of ⌦bh

2, rd depends approximately
on the combination H

0

·⌦1/2
m (equation 26 of Eisen-

stein & Hu 1998). This is the same dependence as

H(z) at the Ly↵ redshifts (Section 3.3) and is re-
lated to the fact that the universe is largely mat-
ter dominated in both cases. The dependence of
H(z) on ⌦m at the galaxy BAO redshifts is weaker,
and the direction of the galaxy BAO contour in
Figure 4 is approximately determined by requir-
ing H

0

rd to be roughly constant as ⌦m varies. This
produces a positive correlation between H

0

and
⌦m because rd decreases as H

0

⌦
1/2
m increases.

For the BAO+D/H fits, we ran CosmoMC as one would
when fitting to the CMB: the fitted parameters are ⌦bh

2,
the physical cold dark matter density, ⌦ch

2, and the an-
gular sound horizon, ✓

MC

, and H
0

, ⌦m, and rd are de-
rived from these three. Since the BAO+D/H data are
insensitive to the amplitude and tilt of the primordial
power spectrum, and the optical depth to reionization,
these other ⇤CDM parameters are held fixed. Consis-
tent results were obtained using earlier BAO and D/H
data by Addison et al. (2013) and Aubourg et al. (2015).
We note that Riemer-Sørensen & Sem Jenssen (2017) re-
cently obtained a tighter constraint on D/H than we have
used here by combining the DLAs used by C16 with a
number of additional measurements. Using this tighter
constraint would not impact our conclusions.

3.5. BAO and light element abundance constraints
with varying N

e↵

In the ⇤CDM+N
e↵

model, there is a perfect degen-
eracy between ⌦bh

2 and N
e↵

from D/H measurements
(Fig. 6 of C16). Closed contours in the ⌦bh

2�N
e↵

plane
can be obtained from combining estimates of the pri-
mordial D/H and 4He abundance (e.g., review by Cy-
burt et al. 2016, and references therein). The primordial
4He abundance is estimated from He and H emission
lines in extragalactic HII regions. Obtaining accurate
constraints is challenging due to dependence on environ-
mental parameters such as temperature, electron density,
and metallicity, which must be modeled. An important
recent development is the use of the HeI line at 10830 Å
to help break modeling degeneracies (Izotov et al. 2014).
The value of the primordial helium fraction reported by
Izotov et al. (2014), Yp = 0.2551 ± 0.0022, is, however,
significantly higher than values found in some subsequent
analyses of the same HII sample using different selection
criteria and fitting methodology. For example, Aver et al.
(2015) found Yp = 0.2449± 0.0040, while Peimbert et al.
(2016) found Yp = 0.2446± 0.0029. The different Yp val-
ues lead to significantly different inferences for N

e↵

when
used in combination with D/H or CMB power spectra
measurements. Izotov et al. (2014) found evidence for
additional neutrino species at 99% confidence, while, for
instance, Cyburt et al. (2016) report N

e↵

= 2.85± 0.28,
and Peimbert et al. (2016) found N

e↵

= 2.90±0.22, con-
sistent with the standard model value of 3.046.

Current D/H and 4He constraints clearly have the pre-
cision to weigh in significantly on the question of whether
allowing N

e↵

> 3 is effective at resolving ⇤CDM ten-
sions. Given the spread in Yp values discussed above,
and the impact of the choice of d(p, �)3He rate when
N

e↵

is allowed to vary (Section 5.2 of C16), we do not
present a full set of results including BAO and light ele-
ment abundance data for ⇤CDM+N

e↵

. Instead we note
that combining BAO measurements with D/H and 4He

Combining galaxy and Lyα BAO with D/H:

H0 = 66.98 ± 1.18 km s-1 Mpc-1

3.0σ lower than the distance ladder…

… and independent from CMB anisotropy 
measurements

d(p,γ)3He reaction rate uncertainty important:
empirical rate -> 67.81 ± 1.25 km s-1 Mpc-1

Big improvement in precision (Addison et al. 2013: 68.9 ± 3.0 km s-1 Mpc-1)

Galaxy, Lyα BAO individually prefer higher H0…

3.3σ

2.5σ    2.8σ
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Figure 20. Confidence contours at 68% and 95% for the ⌦
m

and
w cosmological parameters for the wCDM model. Constraints from
CMB (blue), SN - with systematic uncertainties (red), SN - with
only statistical uncertainties (gray-line), and SN+CMB (purple) are
shown.

6.2. Combining probes and understanding cosmological
models

To better determine cosmological parameters, we in-
clude constraints from measurements of the CMB from
Planck Collaboration et al. (2016a), measurements of
local value of H

0

from (Riess et al. 2016), and mea-
surements of baryon acoustic oscillations from the SDSS
Main Galaxy Sample (Ross et al. 2015), the Baryon Os-
cillation Spectroscopic Survey and CMASS survey (An-
derson et al. 2014). These BAO measurements set the
BAO scale at z = 0.106, 0.35, and 0.57. For all CMB
constraints, we include data from the Planck tempera-
ture power spectrum and low-` polarization (Planck TT
+ lowP).
Before combining constraints from di↵erent probes, we

can compare constraints on ⌦
m

when we assume the uni-
verse is flat, w

0

= �1, and w
a

= 0. Using our full SN
sample with systematic uncertainties, with no external
priors except flatness, we find ⌦

m

= 0.296± 0.022. This
is similar to the value determined from Planck Collabo-
ration et al. (2016a) of 0.315± 0.013 and the value from
BAO of 0.310±0.005 (Alam et al. 2017). Using only SNe,
there is no constraint on H

0

since H
0

and M from Eq. 3
are degenerate. Constraints on H

0

from data that in-
cludes SN measurements only come indirectly from the
SN component in that the SN measurements constrain
parameters like ⌦

m

and w which have covariance with
H

0

. Since the low-z SNe in this sample and the one used
in Riess et al. (2016) are very similar, there may be some
common systematics that a↵ect both probes, though this
is likely to be small as Riess et al. (2016) compare SNe
in the Hubble flow to SNe with z < 0.01 whereas our
analysis compares SNe in the Hubble flow to SNe with
z > 0.1.
Relaxing the assumption of a cosmological constant,

we measure w, the dark energy equation-of-state pa-

rameter. For these wCDM models, we assume a flat
universe (⌦

k

= 0). In Table 12, we compare how the
di↵erent cosmological probes impact the constraints on
⌦

m

and w. As shown in Figure 20, combining Planck
and SN measurements, we find ⌦

m

= 0.306± 0.012 and
w = �1.031 ± 0.040. This is to date the tightest con-
straint on dark energy, and we find that it is consis-
tent with the cosmological constant model. These val-
ues are more precise than, though consistent with, the
values from combining Planck and BAO measurements
which are ⌦

m

= 0.312± 0.013 and w = �0.991± 0.074.
Combining SN, BAO, Planck and H0 measurements yield
⌦

m

= 0.299 ± 0.007 and w = �1.050 ± 0.037, similar to
the results of just SN+Planck. If we replace constraints
from Planck with those from WMAP9 (Hinshaw et al.
2013), we see a shift of �w ⇠ +0.04 seen in past stud-
ies (e.g., B14 or R14) which does not change any of our
conclusions.
In Table 13, we compare how the di↵erent cosmological

probes impact the constraints on w
0

and w
a

. We show
in Figure 21, the constraints of various combinations of
the di↵erent probes given the w

0

w
a

CDM model. We find
that combining SN, BAO, Planck and H0 measurements,
w

0

= �1.011±0.087 and w
a

= �0.215±0.402. These val-
ues are consistent with the cosmological constant model
of dark energy such that w

0

is consistent with �1 and
w

a

is consistent with 0, or no evolution of the equation-
of-state of dark energy.

6.3. Comparison of Cosmological Results to R14 and
B14

Comparisons between the results from R14 and B14
with the results from this analysis are shown in Table
14. R14 used a sample of 112 PS1 SNe and 180 Low-z
SNe to measure cosmological parameters, and found for
the wCDM model a ⇠ 2� deviation from w = �1 when
combining SN and Planck measurements. With a larger
sample of PS1 SNe and an improved analysis, we find no
hints of tension with a cosmological constant from the
parameters derived for the PS1+Low-z sample.
As can be seen in Table 14, the statistical-only con-

straints from the improved PS1+Low-z sample are con-
sistent with those from R14 and the constraints on ⌦

m

and w are tighter. However, accounting for systematic
uncertainties cause the best-fit parameters of this anal-
ysis to diverge from R14. One of the main reasons for
this is that compared to the analysis of S14, the system-
atics of the PS1 sample are smaller but the systematics
of the Low-z sample are larger, thereby e↵ectively down-
weighting the Low-z sample with respect to the PS1 sam-
ple.
There are no large di↵erences between the constraints

from our full Pantheon sample and that from the B14
analysis. The reason for this is shown in Fig. 19 - even
though our Low-z sample is much larger, our systematic
uncertainties on the Low-z bias correction are also much
larger. Furthermore, the addition of the PS1 sample does
not have much pull as it is consistent with SNLS and
SDSS. This subsample also occupies a redshift range in
between those the SNLS and SDSS subsamples. Still, we
note the 30% decrease in total uncertainties from B14
and our analysis.

7. DISCUSSION

Changing low-redshift expansion history very 

effective at shifting CMB prediction for H0…

Scolnic et al. (2017)

But BAO and higher-z SNe do not allow

big enough shifts to reconcile with

distance ladder!

Planck, SNe, BAO 
68.14 ± 0.85 (w) 
68.18 ± 0.87 (w0, wa)

Riess et al. (2016) 73.24 ± 1.74

Changing the CMB prediction for H0?



Changing early universe 
physics?

• CMB, BAO, D/H & BBN data have some common 
dependence on early universe physics


• BUT dependence not the same! Not obvious in practice 
that a solution with H0 compatible with distance ladder 
can be achieved.


• E.g. Neff: affects BAO through sound horizon, affects BBN 
through early-universe expansion, affects CMB in several 
ways (not only acoustic scale through rd)


• 67.5 ± 1.2 (Alam et al. 2017; Planck+BAO for LCDM+Neff)



Neff impact on CMB
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Fig. 8.— An illustration of four e↵ects in the CMB anisotropy that can compensate for a change in the total radiation density, ⇢r,
parameterized here by an e↵ective number of neutrino species, Ne↵ . The filled circles with errors show the nine-year WMAP data (in
black), the ACT data (in green, Das et al. 2011b), and the SPT data (in violet, Keisler et al. 2011). The dashed lines show the best-fit
model with Ne↵ = 3.046, while the solid lines show models with Ne↵ = 7 with selected adjustments applied. (The other parameters in the
dashed model are ⌦bh

2 = 0.02270, ⌦ch2 = 0.1107, H0 = 71.38 km/s/Mpc, ns = 0.969, �2
R = 2.384 ⇥ 10�9, and ⌧ = 0.0856.) Top-left:

the l-axis for the Ne↵ = 7 model has been scaled so that both models have the same angular diameter distance, dA, to the surface of
last scattering. Top-right: the cold dark matter density, ⌦ch2, has been adjusted in the Ne↵ = 7 model so that both models have the
same redshift of matter-radiation equality, zeq. Bottom-left: the amplitude of the Ne↵ = 7 model has been re- scaled to counteract the
suppression of power that arises when the neutrino’s anisotropic stress alters the metric perturbation. Bottom-right: the helium abundance,
YP , in the Ne↵ = 7 model has been adjusted so that both models have the same di↵usion damping scale.

less a↵ected, so the angular diameter distance to the decoupling epoch, dA, is only slightly reduced (by 2.5%).
Therefore, increasing Ne↵ reduces the angular size of the acoustic scale, ✓⇤ ⌘ rs/dA, which determines the peak
positions. A change in ✓⇤ can be absorbed by rescaling l by a constant factor. In the top-left panel of Figure 8,
we have rescaled l for the Ne↵ = 7 model by a factor of 0.890, the ratio of ✓⇤ for these two models (✓⇤ = 0.�5961,
0.�5306 for Ne↵ = 3.046, 7, respectively). This rescaling brings the peak positions of these models into agreement,
except for a small additive shift in peak positions; see Bashinsky & Seljak (2004).

2. Early Integrated-Sachs-Wolfe e↵ect - Extra radiation density delays the epoch of matter-radiation equality
and thus enhances the first and second peaks via the Early Integrated-Sachs-Wolfe (ISW) e↵ect (Hu & Sugiyama
1995). This e↵ect can be compensated by increasing the cold dark matter density in the Ne↵ = 7 model from
⌦ch

2 = 0.1107 to 0.1817, which brings the matter-radiation equality epoch back into agreement. (We do not
change ⌦bh

2, as that changes the first-to-second peak ratio.) The top-right panel of Figure 8 shows the spectra
after making this adjustment. Note that changing ⌦ch

2 also changes ✓⇤, so the l axis is rescaled by 0.957 for the
Ne↵ = 7 model in this panel.

3. Anisotropic stress - Relativistic species that do not interact e↵ectively with themselves or with other species
cannot be described as a (perfect) fluid. As a result, the distribution function, f(x,p, t), of free-streaming
particles has a non-negligible anisotropic stress,

⇡ij ⌘
Z

d3p

(2⇡)3
p

✓
p̂ip̂j � 1

3
�ij

◆
f(x,p, t), (15)

as well as higher-order moments. The energy density, pressure, and momentum are obtained from the distribution
function by ⇢ = (2⇡)�3

R
d3p p f , P = (2⇡)�3

R
d3p p

3 f , and ui = (2⇡)�3
R
d3p pi f , respectively. This term alters

Hinshaw et al. (2013)Neff does NOT just affect rs but also damping tail…



Conclusions
• Combining non-Planck CMB measurements with BAO produces H0 

values 2.7-3.5σ lower than distance ladder

• BAO alone do not constrain H0 (degeneracy with absolute sound 
horizon)

• Add information on baryon density (e.g. primordial deuterium 
abundance): tight H0 constraint (2.8-3.3σ lower than distance ladder)

• But galaxy and Lyα BAO not in very good agreement with one 
another!

• Can’t solely blame systematic in Planck data (although high-
multipole Planck TT still drives tensions with other measurements)


