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This talk is based mainly on the 
2015+2016 (intermediate) papers

Planck Legacy is almost there 

• It’s been a rough ride 

• data analysis at this level of precision is hard 

• large reduction in resources (money but mainly people and energy) 

• I cannot present the latest data, but… 

• I will give a little teaser of what’s to come at the end of this talk
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« Planck has been transformative […] and it has ushered a new era of tension cosmology. » 
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Planck in numbers
Driving goal 

Perform the definitive temperature 
anisotropies measurement 

• Primary 1.5m 

• 2 instruments 

• LFI, 3 bands, 22 polarized radiometers 

• HFI, 6 bands, 50 bolometers (32 polarized) 

• 4 stage cooler chain, going down to 0.1K 
• last stage is a He3/He4 dilution cooler 

• Flawless operation ! 

• 2yr: 4 sky surveys for HFI (until 01/2012) 

• 4yr: 8 sky surveys for LFI 

• Data releases 

• 2013 : 1yr survey 

• 2015 : full mission 

• 2018 : Legacy release
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Space based experiments

Stage−I − ≈ 100 detectors

Stage−II − ≈ 1,000 detectors

Stage−III − ≈ 10,000 detectors

Stage−IV − ≈ 100,000 detectors

Next stages in CMB experiments. 
Entering Stage 3 - entirely ground based

S4 science book
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Planck 2015 
Microwave sky 



North ecliptic pole - 70GHz  



North ecliptic pole - 100GHz  



Planck Collaboration: Di↵use foregrounds component separation
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Fig. 5. Maximum posterior amplitude intensity maps derived from the joint baseline analysis of Planck, WMAP and 408 MHz
observations. From left to right and top to bottom, the components are 1) CMB temperature; 2) synchrotron brightness temperature at
408 MHz; 3) free-free emission measure; 4) spinning dust brightness temperature at 30 GHz; 5) thermal dust brightness temperature
at 545 GHz; 6) 94/100 GHz line emission, evaluated for the 100-ds1 detector map; and 7–9) CO line emission for J=1!0, J=2!1,
J=3!2. Panels 2–5 employ the non-linear HDR color scale, while all other employ linear color scales.

the exact mathematical definition. However, we note that the as-
sumption of constant line ratios is not strictly valid because of
the non-zero velocity of molecular clouds, and this either red- or
blueshifts intrinsic line frequency. Furthermore, because also the
derivative of the bandpass profile evaluated at the line frequency
varies between detectors, the e↵ective observed line ratio also
vary on the sky. As we shall see in Sect. 5, this e↵ect repre-
sents in fact the dominant residual systematic in some of our
frequency channels after component separation. In future analy-
ses, this e↵ect may be exploited to construct an e↵ective velocity
map of the Galaxy, possibly allowing us to mitigate this particu-
lar systematic e↵ect.

Thermal Sunyaev-Zeldovich The last of the main astrophysi-
cal components included in this analysis is the thermal Sunyaev-
Zeldovich (SZ) e↵ect, which is caused by CMB photons scatter-
ing on hot electrons in clusters. After such scattering, the e↵ec-
tive spectrum no longer follows a perfect blackbody, but is rather
given by the expression5 listed in Table 2. The only free param-
eter for this e↵ect is the Compton parameter, ysz, which for our
purposes acts a simple amplitude parameter. Note that the e↵ec-
tive SZ spectrum is negative below and positive above 217 GHz,

5 For simplicity, we adopt the non-relativistic expression for the ther-
mal SZ e↵ect in this paper.

and this distinct feature provides a unique observational signa-
ture. Still, the e↵ect is small for all but the very brightest clus-
ters on the sky, and the ysz map is therefore particularly sensitive
to both modelling and systematic errors. In this paper, we only
fit for the thermal SZ e↵ect in two separate regions around the
Coma and Virgo clusters, which are by far the two strongest SZ
objects on the sky, in order to prevent these from contaminat-
ing the other components. Full-sky SZ reconstruction within the
present global analysis framework requires significantly better
control of systematic e↵ects than what is achieved in the current
analysis, in particular at high frequencies.

Monopoles and dipoles In addition to the above astrophysi-
cal components, the microwave sky exhibits important signal
contributions in the form of monopoles and dipoles. The prime
example of the former is the CMB monopole of 2.7255 K it-
self, and a second important contributor is the cosmic infrared
background (CIB; see Planck Collaboration XXX 2014 and ref-
erences therein). The main dipole contribution comes from the
CMB dipole, which has an amplitude of 3,365.5 (3,364.0) µK as
measured by LFI (HFI); the di↵erence between the LFI and HFI
measurements of 1.5 µK is within quoted uncertainties (Planck
Collaboration A01 2014).

Ideally, the CMB dipole contribution should be removed
during the map making step (Planck Collaboration A07 2014;
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• 2015 (Planck 2015 XI) 

• Low-ell : l<30 TEB LFI data (survey 2 and 4) 
• T from commander (gibbs) comp sep map 
• P cleaned using LFI (30GHz) and HFI (353GHz) data 
• Pixel based approximation 

• High-ell : 30<l<2500 TT (+TE and EE with residual) HFI data 
• Power spectrum template based fg cleaning  
• Gaussian approximation 

• Lensing : 40<l<400 T+P HFI data 
• larger coverage limited by null test failure 

• 2016 Intermediate (Planck intermediate XLVI) 

• Low-ell : l<30 EE HFI data 
• Use improved HFI large scale improved analysis  
• 100x143 cross spectra

Likelihood & Cosmology products
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Figure 16. Best foreground model in each of the cross-spectra used for the temperature high-` likelihood. The data corrected by the
best theoretical CMB C` are shown in grey. The bottom panel of each plot shows the residual after foreground correction. The pink
line shows the 1� value from the diagonal of the covariance matrix (32 % of the unbinned points are out of this range).

In the following, we will describe how we build our template
dust power spectrum from high-frequency data and evaluate the
amplitude of the dust contamination at each frequency and for
each mask.

As we shall see later in Sect. 4.1.2, the cosmological val-
ues recovered from TT likelihood explorations do not depend
on the dust amplitude priors, as shown by the case “No gal. pri-
ors” in Fig. 33 and discussed in Sect. 4.1.2. The polarization
case is discussed in Sect. C.3.5. Section 5.3 and Figs. 42 and 43
show the correlation between the dust and the cosmological or

other foreground parameters. The dust amplitudes are found to
be largely uncorrelated with the cosmological parameters except
for T E. Note, however, that the priors do help to break the de-
generacies between foreground parameters, which are found to
be much more correlated with the dust. In Appendix E we fur-
ther show that our results are insensitive to broader changes in
the dust model.
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Figure 17. Dust model at 545 GHz. The dust template is based
on the G60-G41 mask di↵erence of the 545 GHz half-mission
cross-spectrum (blue line and circles, rescaled to the dust level in
mask G60). Coloured diamonds display the di↵erence between
this model (rescaled in each case) and the cross half-mission
spectra in the G41, G50, and G60 masks. The residuals are all
in good agreement (less so at low `, because of sample variance)
and are well described by the CIB+point source prediction (or-
ange line). Individual CIB and point sources contributions are
shown as dashed and dotted orange lines. The red line is the sum
of the dust model, CIB, and point sources for the G60 mask, and
is in excellent agreement with the 545 GHz cross half-mission
spectrum in G60 (red squares). In all cases, the spectra were
computed by using di↵erent Galactic masks supplemented by
the single combination of the 100 GHz, 143 GHz, and 217 GHz
point sources, extended objects and CO masks.

masks remove some of the brightest Galactic regions that lie in
regions not covered by our Galactic masks. This means that we
cannot use the well-established power-law modelling advocated
in Planck Collaboration XI (2014) and must instead compute an
e↵ective dust (residual) template.

All of the masks that we use in this section are combina-
tions of the joint point-source, extended-object, and CO masks
used for 100 GHz, 143 GHz, and 217 GHz with Galactic masks
of various sizes. In the following discussion we refer only to
the Galactic masks, but in all cases the masks contain the other
components as well. The half-mission cross-spectra at 545 GHz
provide us with a good estimate of the large-scale behaviour of
the dust. Small angular scales, however, are sensitive to the CIB,
with the intermediate range of scales dominated by the clustered
part and the smallest scales by the Poisson distribution of in-
frared point sources. These last two terms are statistically iso-
tropic, while the dust amplitude depends on the sky fraction.
Assuming that the shapes of the dust power spectra outside the
masks do not vary substantially as the sky fraction changes, we
rely on mask di↵erences to build a CIB-cleaned template of the
dust.

Figure 17 shows that this assumption is valid when changing
the Galactic mask from G60 to G41. It shows that the 545 GHz
cross-half-mission power spectrum can be well represented by
the sum of a Galactic template, a CIB contribution, and a point
source contribution. The Galactic template is obtained by com-
puting the di↵erence between the spectra obtained in the G60
and the G41 masks. This di↵erence is fit to a simple analytic
model

CTT,dust
` / (1 + h `k e�`/t) ⇥ (`/`p)n, (24)
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Figure 18. Dust model versus data. In blue, the power spec-
trum of the double mask di↵erence between 217 GHz and
100 GHz half-mission cross-spectra in masks G60 and G41
(complemented by the joint masks for CO, extended objects, and
point sources). In orange, the equivalent spectrum for 143 and
100 GHz. The mask di↵erence allows us to remove the contri-
bution from all the isotropic components (CMB, CIB, and point
sources) in the mean. But simple mask di↵erences are still af-
fected by the di↵erence of the CMB in the two masks due to cos-
mic variance. Removing the 100 GHz mask di↵erence, which is
dominated by the CMB, reduces the scatter significantly. The er-
ror bars are computed as the scatter in bins of size �` = 50. The
dust model (green) based on the 545 GHz data has been rescaled
to the expected dust contamination in the 217 GHz mask dif-
ference using values from Table 10. The 143 GHz double mask
di↵erence is also rescaled to the level of the 217 GHz di↵er-
ence; i.e., it is multiplied by approximately 14. Di↵erent multi-
pole bins are used for the 217 GHz and 143 GHz data to improve
readability.

with h = 2.3 ⇥ 10�11, k = 5.05, t = 56, n = �2.63, and fixing
`p = 200. The model behaves like a CTT

`,dust / `�2.63 power law
at small scales, and has a bump around ` = 200. The CIB model
we use is described in Sect. 3.3.2.

We can compare this template model with the dust content
in each of the power spectra we use for the likelihood. Of course
those power spectra are strongly dominated by the CMB, so, to
reveal the dust content, one has to rely on the same trick that
was used for 545 GHz. This however is not enough, since the
CMB cosmic variance itself is significant compared to the dust
contamination. We can build an estimate of the CMB cosmic
variance by assuming that at 100 GHz the dust contamination is
small enough that a mask di↵erence gives us a good variance
estimate.

Figure 18 shows the mask di↵erence (corrected for cos-
mic variance) between G60 and G41 for the 217 GHz and
143 GHz half-mission cross-spectra, as well as the dust model
from Eq. (24). The dust model has been rescaled to the expec-
ted mask di↵erence dust residual for the 217 GHz. The 143 GHz
mask-di↵erence has also been rescaled in a similar way. The
ratio between the two is about 14. Rescaling factors are ob-
tained from Table 10. Error bars are estimated based on the
scatter in each bin. The agreement with the model is very good
at 217 GHz, but less good at 143 GHz where the larger scatter
is probably dominated at large scales by the chance correlation
between CMB and dust (which as we will see in Eq. 25 varies
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Figure 17. Dust model at 545 GHz. The dust template is based
on the G60-G41 mask di↵erence of the 545 GHz half-mission
cross-spectrum (blue line and circles, rescaled to the dust level in
mask G60). Coloured diamonds display the di↵erence between
this model (rescaled in each case) and the cross half-mission
spectra in the G41, G50, and G60 masks. The residuals are all
in good agreement (less so at low `, because of sample variance)
and are well described by the CIB+point source prediction (or-
ange line). Individual CIB and point sources contributions are
shown as dashed and dotted orange lines. The red line is the sum
of the dust model, CIB, and point sources for the G60 mask, and
is in excellent agreement with the 545 GHz cross half-mission
spectrum in G60 (red squares). In all cases, the spectra were
computed by using di↵erent Galactic masks supplemented by
the single combination of the 100 GHz, 143 GHz, and 217 GHz
point sources, extended objects and CO masks.
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Figure 25. Plik parameter results on 300 simulations for the six baseline cosmological parameters, as well as the FFP8 CIB
and Galactic dust amplitudes. The simulations include quite realistic CMB, noise, and foregrounds (see text). The distributions
of inferred posterior mean parameters are centred around their input values with the expected scatter. Indeed the dotted red lines
show the best-fit Gaussian for each distribution, with a mean shift, �µ, and a departure �� from unit standard deviation given in
the legend; both are close to zero. These best fits are thus very close to Gaussian distributions with zero shift and unit variance,
which are displayed for reference as black lines. The legend gives the numerical value of �µ and ��, as well as the p-values of a
Kolmogorov–Smirnov test of the histograms against a Gaussian distribution shifted from zero by �µ and with standard deviation
shifted from unity by ��. This confirms that the distributions are consistent with Gaussian distributions with zero mean and unit
standard deviation, with a small o↵set of the mean.

single likelihood using as input the average spectra of the 300
simulations. This e↵ectively reduces cosmic variance and noise
amplitude by a factor

p
300 and, more importantly, it decreases

the cost and length of the overall computation, allowing us to
perform additional tests. These shift estimates are noted rA. The
table shows that significant improvement in the determination of
ns is obtained by removing low-` multipoles. Indeed, columns
4 and 5 of Table 12 show the variation of the shift when the
`min of the high-` likelihood is increased from 30 to 65 and 100.
The shift in ns is decreased by a factor two, while the decrease
in the number of bins per cross-frequency spectrum is only re-
duced from 199 to 185 (having little impact on the size of the
covariance matrix of cosmological parameters).

These changes with `min therefore trace the small biases back
to the lowest-` bins. It suggests that the Gaussian approximation
used in the high-` likelihood starts to become mildly inaccurate
at ` = 30. Indeed, even if noticeable, this e↵ect would contribute
at most a 0.11� bias on ns. This is further confirmed by the
lack of a detectable e↵ect found in Sect. 5.1 when varying the
hybridization scale in TT between Commander and Plik. Note,
however, that the exclusion of low-` information degrades our
ability to accurately reconstruct the foreground amplitudes A217

CIB,
gal143�217

545 , and gal217
545. Indeed, the dust spectral amplitudes in the

143 ⇥ 217 and 217 ⇥ 217 channels are largest at low multipoles,

and the CIB spectrum in the range 30  `  100 also adds
substantial information.

In spite of this low-` trade-o↵ between an accurate determ-
ination of ns on the one hand and A217

CIB, gal143�217
545 , and gal217

545
on the other, we can conclude that the Plik implementation is
behaving as expected and can be used for actual data analysis.

Appendix C.2 extends this conclusion to the joint
PlikTT,EE,TE likelihood case.

3.7. High-multipole reference results

This section describes the results obtained using the baseline
Plik likelihood, in combination with a prior on the optical
depth to reionization, ⌧ = 0.07 ± 0.02 (referred to, in TT , as
PlikTT+tauprior). The robustness and validation of these res-
ults (presented in Sect. 4) can therefore be assessed independ-
ently of any potential low-` anomaly, or hybridization issues.
The full low-` + high-` likelihood will be discussed in Sect. 5.

Figure 26 shows the high-` co-added CMB spectra in TT ,
T E, and EE, and their residuals with respect to the best-fit
⇤CDM model in TT (red line), both `-by-` (grey points) and
binned (blue circles). The blue error bars per bin are derived
from the diagonal of the covariance matrix computed with the
best-fit CMB as fiducial model. The bottom sub-panels with re-
siduals also show (yellow lines) the diagonal of the `-by-` cov-
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Figure C.1. Combined C`-covariance matrices comprising the TTTT (upper left sub-block), EEEE (middle sub-block), and T ET E
(lower right sub-block) covariances and their cross-correlations. Left: Empirical covariance. Right: Analytic covariance. Note that
the scales are di↵erent. Despite visual appearance, the diagonals are in good agreement.

C.1.3. Validation of the implementation

We verified the numerical implementation of the pipeline used
to compute covariance matrices by means of Monte Carlo sim-
ulations. Specifically, we generated a set of 10 000 simulated
maps for the four HFI detector sets 143-ds1, 143-ds2, 217-ds1,
and 217-ds2. The simulations included CMB and an isotropic
frequency-dependent foreground component, convolved with ef-
fective beam and pixel window functions. To each map, we ad-
ded a realization of anisotropic, correlated noise.

In this test, we used a Galactic mask that leaves 40 % of
the sky for analysis at both frequencies and neglected the point
source mask usually applied to temperature data. We then com-
puted a total of 120 000 cross power spectra and constructed em-
pirical covariance matrices for the 21 unique detector combina-
tions that can be built from the four channels. Being based on
at least 10 000 simulations each, the covariance matrix estimates
reach an intrinsic relative precision of 1 % or better.

We then compared the empirical covariance matrix to its ap-
proximate analytic counterpart computed using identical input
parameters. To do so, we applied the standard post-processing
procedure discussed in Sect. 3.5 to produce frequency averaged
covariance matrices for all frequency combinations at 143 and
217 GHz. For the analysis, we adopted frequency-independent
multipole ranges 100  `  2500 for TT and T E, and 100  ` 
2000 for EE. In a final step, we reduced the size of the matrices
by binning. The temperature and polarization blocks were then
combined into the single matrices shown in Fig. C.1. One should
note that, owing to the Monte Carlo noise floor, the colour scales
are di↵erent, which may be misleading, since the diagonals ap-
pear to be fairly di↵erent, which is actually not the case. Indeed,
Fig. C.2 compares the diagonal elements of the covariance mat-
rix, and shows that for all polarization components and over the
full multipole range, there is good agreement between the two
covariance matrices, verifying the implementation of the equa-
tions summarized in the previous section, and their accuracy.

Figure C.2. Top: Diagonal elements of the empirical (green line)
and analytic (blue line) covariance matrices; the two lines are
indistinguishable. Bottom: Ratio of the two estimates: the ratios
di↵er from unity by < 1 % over the full multipole range for all
frequency combinations and polarization blocks.

C.1.4. Excess variance induced by the point-source mask

The approximations used in the calculation of the covariance
matrix assume that the power spectra of the masks decline rap-
idly, and therefore require a conservative apodization scheme at
the expense of a reduction in the sky fraction available for ana-
lysis. The point-source masks used in the temperature analysis
excise large numbers of sources with an approximately isotropic
distribution. Owing to their high number, only a severely re-
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Planck Collaboration: Cosmological parameters

Table 3. Parameters of the base ⇤CDM cosmology computed from the 2015 baseline Planck likelihoods illustrating the consistency
of parameters determined from the temperature and polarization spectra at high multipoles. Column [1] uses the TT spectra at
low and high multipoles and is the same as column [6] of Table 1. Columns [2] and [3] use only the T E and EE spectra at high
multipoles, and only polarization at low multipoles. Column [4] uses the full likelihood. The last column lists the deviations of the
cosmological parameters determined from the TT+lowP and TT,TE,EE+lowP likelihoods.

Parameter [1] Planck TT+lowP [2] Planck TE+lowP [3] Planck EE+lowP [4] Planck TT,TE,EE+lowP ([1] � [4])/�[1]

⌦bh2 . . . . . . . . . . 0.02222 ± 0.00023 0.02228 ± 0.00025 0.0240 ± 0.0013 0.02225 ± 0.00016 �0.1
⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1187 ± 0.0021 0.1150+0.0048

�0.0055 0.1198 ± 0.0015 0.0
100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04094 ± 0.00051 1.03988 ± 0.00094 1.04077 ± 0.00032 0.2
⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.053 ± 0.019 0.059+0.022

�0.019 0.079 ± 0.017 �0.1
ln(1010As) . . . . . . 3.089 ± 0.036 3.031 ± 0.041 3.066+0.046

�0.041 3.094 ± 0.034 �0.1
ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.965 ± 0.012 0.973 ± 0.016 0.9645 ± 0.0049 0.2
H0 . . . . . . . . . . . 67.31 ± 0.96 67.73 ± 0.92 70.2 ± 3.0 67.27 ± 0.66 0.0
⌦m . . . . . . . . . . . 0.315 ± 0.013 0.300 ± 0.012 0.286+0.027

�0.038 0.3156 ± 0.0091 0.0
�8 . . . . . . . . . . . . 0.829 ± 0.014 0.802 ± 0.018 0.796 ± 0.024 0.831 ± 0.013 0.0
109Ase�2⌧ . . . . . . 1.880 ± 0.014 1.865 ± 0.019 1.907 ± 0.027 1.882 ± 0.012 �0.1

which do not depend strongly on ⌧ are consistent between the TT
and T E spectra to within typically 0.5� or better. Furthermore,
the cosmological parameters derived from the T E spectra have
comparable errors to the TT parameters. None of the conclu-
sions in this paper would change in any significant way were we
to use the T E parameters in place of the TT parameters. The
consistency of the cosmological parameters for base ⇤CDM be-
tween temperature and polarization therefore gives added confi-
dence that Planck parameters are insensitive to the specific de-
tails of the foreground model that we have used to correct the
TT spectra. The EE parameters are also typically within about
1� of the TT parameters, though because the EE spectra from
Planck are noisier than the TT spectra, the errors on the EE pa-
rameters are significantly larger than those from TT . However,
both the T E and EE likelihoods give lower values of ⌧, As and
�8, by over 1� compared to the TT solutions. Note that the T E
and EE entries in Table 3 do not use any information from the
temperature in the low multipole likelihood. The tendency for
higher values of �8, As, and ⌧ in the Planck TT+lowP solution is
driven, in part, by the temperature power spectrum at low multi-
poles.

Columns [4] and [5] of Table 3 compare the parameters of
the TT likelihood with the full TT,T E, EE likelihood. These
are in agreement, shifting by less than 0.2�. Although we have
emphasized the presence of systematic e↵ects in the Planck
polarization spectra, which are not accounted for in the errors
quoted in column [4] of Table 3, the consistency of the TT and
TT,T E, EE parameters provides strong evidence that residual
systematics in the polarization spectra have little impact on the
scientific conclusions in this paper. The consistency of the base
⇤CDM parameters from temperature and polarization is illus-
trated graphically in Fig. 6. As a rough rule-of-thumb, for base
⇤CDM, or extensions to ⇤CDM with spatially flat geometry,
using the full TT,T E, EE likelihood produces improvements in
cosmological parameters of about the same size as adding BAO
to the Planck TT+lowP likelihood.

3.4. Constraints on the reionization optical depth parameter ⌧

The reionization optical depth parameter ⌧ provides an important
constraint on models of early galaxy evolution and star forma-
tion. The evolution of the inter-galactic Ly↵ opacity measured in
the spectra of quasars can be used to set limits on the epoch of
reionization (Gunn & Peterson 1965). The most recent measure-

ments suggest that the reionization of the inter-galactic medium
was largely complete by a redshift z ⇡ 6 (Fan et al. 2006). The
steep decline in the space density of Ly↵ emitting galaxies over
the redshift range 6 <⇠ z <⇠ 8 also implies a low redshift of reion-
ization (Choudhury et al. 2014). As a reference, for the Planck
parameters listed in Table 3, instantaneous reionization at red-
shift z = 7 results in an optical depth of ⌧ = 0.048.

The optical depth ⌧ can also be constrained from observa-
tions of the CMB. The WMAP9 results of Bennett et al. (2013)
give ⌧ = 0.089 ± 0.014, corresponding to an instantaneous red-
shift of reionization zre = 10.6 ± 1.1. The WMAP constraint
comes mainly from the EE spectrum in the multipole range
` = 2–6. It has been argued (e.g., Robertson et al. 2013, and ref-
erences therein) that the high optical depth reported by WMAP
cannot be produced by galaxies seen in deep redshift surveys,
even assuming high escape fractions for ionizing photons, im-
plying additional sources of photoionizing radiation from still
fainter objects. Evidently, it would be useful to have an indepen-
dent CMB measurement of ⌧.

The ⌧ measurement from CMB polarization is di�cult be-
cause it is a small signal, confined to low multipoles, requiring
accurate control of instrumental systematics and polarized fore-
ground emission. As discussed by Komatsu et al. (2009), uncer-
tainties in modelling polarized foreground emission are com-
parable to the statistical error in the WMAP ⌧ measurement.
In particular, at the time of the WMAP9 analysis there was
very little information available on polarized dust emission. This
situation has been partially rectified by the 353 GHz polariza-
tion maps from Planck (Planck Collaboration Int. XXII 2014;
Planck Collaboration Int. XXX 2014). In PPL13, we used pre-
liminary 353 GHz Planck polarization maps to clean the WMAP
Ka, Q, and V maps for polarized dust emission, using WMAP
K-band as a template for polarized synchrotron emission. This
lowered ⌧ by about 1� to ⌧ = 0.075 ± 0.013 compared to
⌧ = 0.089 ± 0.013 using the WMAP dust model.12 However,
given the preliminary nature of the Planck polarization analysis
we decided to use the WMAP polarization likelihood, as pro-
duced by the WMAP team, in the Planck 2013 papers.

In the 2015 papers, we use Planck polarization maps based
on low-resolution LFI 70 GHz maps, excluding Surveys 2 and
4. These maps are foreground-cleaned using the LFI 30 GHz

12Note that neither of these error estimates reflect the true uncer-
tainty in foreground removal.
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matrix. We did not try to correct for this bias in the likelihood
and we assess this 0.1� e↵ect on ns to be the main contribution
to the methodological systematics error budget.

Instrumental systematics are mainly assessed in three ways.
First, given a foreground model, we estimate the consistency
between frequencies and between the TT , EE and T E combina-
tions at the spectrum and at the parameter level (removing some
cross-spectra). For TT , the agreement is excellent, with shifts
between parameters that are always compatible with the extra
cosmic variance due to the removal of data when compared to
the baseline solution (see Figs. 31 and 42). T E and EE inter-
frequency tests reveal discrepancies between the di↵erent cross
spectra that we assigned to leakage from temperature to polar-
ization (see Fig. 40). In co-added spectra, these discrepancies
tend to average out, leaving a few-µK2-level residual in the dif-
ference between the co-added T E and EE spectra and their the-
oretical predictions based on the TT parameters. Section 3.4.3
describes an e↵ective model that succeeds in capturing some of
that mismatch, in particular in T E. But as argued in Sect. 3.4.3
and Appendix C.3.5 one cannot, at this stage, use this model as-
is to correct for the leakage, or to infer the level of systematic
it may induce on cosmological parameters, due to a lack of a
good prior on the leakage model parameters. However, cosmo-
logical parameters deduced from the current polarization likeli-
hoods are in perfect agreement with those calculated from the
temperature, within the uncertainty allowed by our covariance.
The second way we assess possible instrumental systematics is
by comparing the detset (DS) and the half-mission (HM) res-
ults. As argued in Sect. 3.4.4, the DS cross spectra are known to
be a↵ected by a systematic noise correlation that we correct for.
Ignoring any uncertainty in this correction (which is di�cult to
assess), the overall shift between the HM- and DS-based para-
meters is of the order of 0.2� (on !b) at most on TT (Sect. 4.1.1
and Fig. 35), similar in T E and slightly worse in EE, particular-
ily for ns. Since the uncertainty on the correlated noise correc-
tion is not propagated, those shifts are only upper bounds on
possible instrumental systematics (at least those which would
manifest di↵erently in these two data cuts which are completely
di↵erent as regards temporal systematics). Finally, in Sect. 3.7,
we evaluate the propagation of all known instrumental e↵ects to
parameters. Due to the cost of the required massive end-to-end
simulations, this test can only reveal large deviations; no such in-
strumental systematic bias is detected in this test. To summarize,
our instrumental systematics budget is at most 0.2� in temper-
ature, slightly higher in EE, and there is no sign of bias due to
temperature-to-polarization leakage that would not be compat-
ible with our covariance (within the ⇤CDM framework).

Finally, we assess the contribution of astrophysical systemat-
ics. Given the prior findings on polarisation, we only discuss the
case of temperature here. The uncertainty on the faithfulness of
the astrophysical model is relatively high, and we know from the
DS/HM comparison that our astrophysical components certainly
absorb part of the correlated noise that is not entirely captured
by our model. In that sense, the recovered astrophysical para-
meters may be a biased estimate of the real astrophysical fore-
ground contribution (due to the flexibility of the model which
may absorb residual instrumental systematics provided they are
su�ciently small). At small scales, the dominant astrophysical
component is the point source Poisson term. We checked in
Sect. 4.3 that the recovered point source contributions are in
general agreement with models of their expected level. This is
much less the case at 100 GHz and we argued in Sect. 4.3 that,
nonetheless, an error in the description of the Poisson term is un-
likely to translate into a bias in the cosmological parameters, as

the point source contribution is negligible at all scales where the
100 GHz spectrum dominates the CMB solution. At large scales,
the dust is our strongest foreground. We checked in Fig. 35 the
e↵ect of either marginalizing out the slope of the dust spectrum
or removing the amplitude priors (i.e., making them arbitrarly
wide). When marginalizing over the slope, one recovers a value
compatible with the one in our model (�2.57 ± 0.038 whereas
our model uses �2.63) and the cosmological parameters do not
change (Sect. 4.1.2). When comparing the baseline likelihood
result to CamSpec which uses a slightly di↵erent template we
find a 0.16� systematic shift in ns that can be attributed to the
steeper dust template slope (�2.7) (Sect. 4.2). When ignoring
the amplitude priors, a 0.2� shift appears on ns (and As, due to
its correlation with ns). However, in this case the level of dust
contribution increases by about 20µK2 in all spectra, which cor-
responds to more than doubling the 100⇥ 100 dust contribution.
This level is completely ruled out by the 100 ⇥ 545 cross spec-
trum, which enables estimation of the dust contribution in the
100 GHz channel. The parameter shift can hence be attributed
to a degeneracy between the dust model and the cosmological
model broken by the prior on the amplitude parameters. We also
use the fact that the dust distribution is anisotropic on the sky
and evaluate the cosmological parameters on a smaller sky frac-
tion. On TT there is no shift in the parameters that cannot be
attributed to the greater cosmic variance on the smaller sky frac-
tion. We are also making a simplifying assumption by describ-
ing the dust as a Gaussian field with a specific power spectrum.
The numerical simulations (FFP9 and End-to-end) that include
a realistic, anisotropic template for the dust contribution do not
uncover any systematic e↵ect due to that approximation. In the
end, we believe that 0.2� on ns is a conservative upper bound of
our astrophysical systematic bias on the cosmological paramet-
ers. There is, however, a possibility of a residual instrumental
bias a↵ecting foreground parameters (but not cosmology), but
we cannot, at this stage, provide quantitative estimates.

To summarize, our systematic error budget consists of a
0.1� methodology bias on ns for TT , at most a 0.2� instru-
mental bias on TT (on !b), T E and possibly a slightly greater
one on EE. The few-µK2-level leakage residual in polarization
does not appear to project onto biases on the⇤CDM parameters.
We conservatively evalute our astrophysical bias to be 0.2� on
ns. The astrophysical parameters might su↵er from instrumental
biases.

5.5. The low-` “anomaly”

In Like13 we noted that the Planck 2013 low-` temperature
power spectrum exhibited a tension with the Planck best-fit
model, which is mostly determined by high-` information. In
order to quantify such a tension, we performed a series of tests,
concluding that the low-` power anomaly was mainly driven by
multipoles between ` = 20 and 30, which happen to be system-
atically low with respect to the model. The e↵ect was shown to
be also present (although less pronounced) using WMAP data
(again, see Like13 and Page et al. (2007b)). The statistical signi-
ficance of this anomaly was found to be around 99 %, with slight
variations depending on the Planck CMB solution or the estim-
ator considered. This anomaly has drawn significant attention
as a potential tracer of new physics (e.g., Kitazawa & Sagnotti
2015, 2014; Dudas et al. 2012; see also Destri et al. 2008), so it
is worth checking its status in the 2015 analysis.

We present here updated results from a selection of the tests
performed in 2013. While in Like13 we only concentrated on
temperature, we now also consider low-` polarization, which
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Figure 33. Marginal mean and 68 % CL error bars on cosmological parameters estimated with di↵erent data choices for the Plik
likelihood, in comparison with results from alternate approaches or model. We assume a ⇤CDM model and use variations of the
PlikTT likelihood in most of the cases, in combination with a prior ⌧ = 0.07±0.02 (using neither low-` temperature nor polarization
data). The “PlikTT+tauprior” case (black dot and thin horizontal black line) indicates the baseline (HM, `min = 30, `max = 2508),
while the other cases are described in Sect. 4.1 (and 4.2, 5.5, E.4). The grey bands show the standard deviation of the expected
parameter shift, for those cases where the data used is a subsample of the baseline likelihood (see Eq. 53).

Figure 34. Marginal mean and 68 % CL error bars on the parameters AL (left) and Ne↵ (right) in ⇤CDM extensions, estimated with
di↵erent data choices for the PlikTT likelihood in comparison with results from alternate approaches or model, combined with a
Gaussian prior on ⌧ = 0.07± 0.02 (i.e., neither low-` temperature nor polarization data). The “PlikTT+tauprior” case indicates the
baseline (HM, `min = 30, `max = 2508), while the other cases are described in subsections of Sect. 4.1. The thin horizontal black line
shows the baseline result and the thick dashed grey line displays the ⇤CDM value (AL = 1 and Ne↵ = 3.04). The grey bands show
the standard deviation of the expected parameter shift, for those cases where the data used is a sub-sample of the baseline likelihood
(see Eq. 53).

0.23� and in ns of 0.20�. The values of the dust amplitude para-
meters, however, do change, and their best-fit values increase
by about 15 µK2 for all pairs of frequencies, while at the same
time the error bars of the dust amplitude parameters increase
very significantly. All of the amplitude levels obtained from the
545 GHz cross-correlation are within 1� of this result. The dust

levels from this experiment are clearly unphysically high, requir-
ing 22 µK2 (D`, ` = 200) for the 100 ⇥ 100 pair. This level
of dust contamination is clearly not allowed by the 545 ⇥ 100
cross-correlation, demonstrating that the prior deduced from it
is informative. Nevertheless, the fact that cosmological paramet-
ers are barely modified in this test indicates that the values of the
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• slope of the fluctuations 

• Sound horizon: location of the first peak 

• Total matter: Changes the contrast between the peaks 

• Baryon density: Changes the ratio between peak 
heights 

• Amplitude of the fluctuation 

• Reionization fraction  
• (from low l LFI polar or lensing) 

• Ho: indirect measurement from the above parameters
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Table 4. Parameter 68 % confidence limits for the base⇤CDM model from Planck CMB power spectra, in combination with lensing
reconstruction (“lensing”) and external data (“ext”, BAO+JLA+H0). While we see no evidence that systematic e↵ects in polarization
are biasing parameters in the base ⇤CDM model, a conservative choice would be to use the parameter values listed in Column 3
(i.e., for TT+lowP+lensing). Nuisance parameters are not listed here for brevity, but can be found in the extensive tables on the
Planck Legacy Archive, http://pla.esac.esa.int/pla; however, the last three parameters listed here give a summary measure
of the total foreground amplitude (in µK2) at ` = 2000 for the three high-` temperature power spectra used by the likelihood.
In all cases the helium mass fraction used is predicted by BBN from the baryon abundance (posterior mean YP ⇡ 0.2453, with
theoretical uncertainties in the BBN predictions dominating over the Planck error on ⌦bh2). The Hubble constant is given in units
of km s�1 Mpc�1, while r⇤ is in Mpc and wavenumbers are in Mpc�1.

TT+lowP TT+lowP+lensing TT+lowP+lensing+ext TT,TE,EE+lowP TT,TE,EE+lowP+lensing TT,TE,EE+lowP+lensing+ext
Parameter 68 % limits 68 % limits 68 % limits 68 % limits 68 % limits 68 % limits

⌦bh2 . . . . . . . . . . . 0.02222 ± 0.00023 0.02226 ± 0.00023 0.02227 ± 0.00020 0.02225 ± 0.00016 0.02226 ± 0.00016 0.02230 ± 0.00014

⌦ch2 . . . . . . . . . . . 0.1197 ± 0.0022 0.1186 ± 0.0020 0.1184 ± 0.0012 0.1198 ± 0.0015 0.1193 ± 0.0014 0.1188 ± 0.0010

100✓MC . . . . . . . . . 1.04085 ± 0.00047 1.04103 ± 0.00046 1.04106 ± 0.00041 1.04077 ± 0.00032 1.04087 ± 0.00032 1.04093 ± 0.00030

⌧ . . . . . . . . . . . . . 0.078 ± 0.019 0.066 ± 0.016 0.067 ± 0.013 0.079 ± 0.017 0.063 ± 0.014 0.066 ± 0.012

ln(1010As) . . . . . . . . 3.089 ± 0.036 3.062 ± 0.029 3.064 ± 0.024 3.094 ± 0.034 3.059 ± 0.025 3.064 ± 0.023

ns . . . . . . . . . . . . 0.9655 ± 0.0062 0.9677 ± 0.0060 0.9681 ± 0.0044 0.9645 ± 0.0049 0.9653 ± 0.0048 0.9667 ± 0.0040

H0 . . . . . . . . . . . . 67.31 ± 0.96 67.81 ± 0.92 67.90 ± 0.55 67.27 ± 0.66 67.51 ± 0.64 67.74 ± 0.46

⌦⇤ . . . . . . . . . . . . 0.685 ± 0.013 0.692 ± 0.012 0.6935 ± 0.0072 0.6844 ± 0.0091 0.6879 ± 0.0087 0.6911 ± 0.0062

⌦m . . . . . . . . . . . . 0.315 ± 0.013 0.308 ± 0.012 0.3065 ± 0.0072 0.3156 ± 0.0091 0.3121 ± 0.0087 0.3089 ± 0.0062

⌦mh2 . . . . . . . . . . 0.1426 ± 0.0020 0.1415 ± 0.0019 0.1413 ± 0.0011 0.1427 ± 0.0014 0.1422 ± 0.0013 0.14170 ± 0.00097

⌦mh3 . . . . . . . . . . 0.09597 ± 0.00045 0.09591 ± 0.00045 0.09593 ± 0.00045 0.09601 ± 0.00029 0.09596 ± 0.00030 0.09598 ± 0.00029

�8 . . . . . . . . . . . . 0.829 ± 0.014 0.8149 ± 0.0093 0.8154 ± 0.0090 0.831 ± 0.013 0.8150 ± 0.0087 0.8159 ± 0.0086

�8⌦
0.5
m . . . . . . . . . . 0.466 ± 0.013 0.4521 ± 0.0088 0.4514 ± 0.0066 0.4668 ± 0.0098 0.4553 ± 0.0068 0.4535 ± 0.0059

�8⌦
0.25
m . . . . . . . . . 0.621 ± 0.013 0.6069 ± 0.0076 0.6066 ± 0.0070 0.623 ± 0.011 0.6091 ± 0.0067 0.6083 ± 0.0066

zre . . . . . . . . . . . . 9.9+1.8
�1.6 8.8+1.7

�1.4 8.9+1.3
�1.2 10.0+1.7

�1.5 8.5+1.4
�1.2 8.8+1.2

�1.1

109As . . . . . . . . . . 2.198+0.076
�0.085 2.139 ± 0.063 2.143 ± 0.051 2.207 ± 0.074 2.130 ± 0.053 2.142 ± 0.049

109Ase�2⌧ . . . . . . . . 1.880 ± 0.014 1.874 ± 0.013 1.873 ± 0.011 1.882 ± 0.012 1.878 ± 0.011 1.876 ± 0.011

Age/Gyr . . . . . . . . 13.813 ± 0.038 13.799 ± 0.038 13.796 ± 0.029 13.813 ± 0.026 13.807 ± 0.026 13.799 ± 0.021

z⇤ . . . . . . . . . . . . 1090.09 ± 0.42 1089.94 ± 0.42 1089.90 ± 0.30 1090.06 ± 0.30 1090.00 ± 0.29 1089.90 ± 0.23

r⇤ . . . . . . . . . . . . 144.61 ± 0.49 144.89 ± 0.44 144.93 ± 0.30 144.57 ± 0.32 144.71 ± 0.31 144.81 ± 0.24

100✓⇤ . . . . . . . . . . 1.04105 ± 0.00046 1.04122 ± 0.00045 1.04126 ± 0.00041 1.04096 ± 0.00032 1.04106 ± 0.00031 1.04112 ± 0.00029

zdrag . . . . . . . . . . . 1059.57 ± 0.46 1059.57 ± 0.47 1059.60 ± 0.44 1059.65 ± 0.31 1059.62 ± 0.31 1059.68 ± 0.29

rdrag . . . . . . . . . . . 147.33 ± 0.49 147.60 ± 0.43 147.63 ± 0.32 147.27 ± 0.31 147.41 ± 0.30 147.50 ± 0.24

kD . . . . . . . . . . . . 0.14050 ± 0.00052 0.14024 ± 0.00047 0.14022 ± 0.00042 0.14059 ± 0.00032 0.14044 ± 0.00032 0.14038 ± 0.00029

zeq . . . . . . . . . . . . 3393 ± 49 3365 ± 44 3361 ± 27 3395 ± 33 3382 ± 32 3371 ± 23

keq . . . . . . . . . . . . 0.01035 ± 0.00015 0.01027 ± 0.00014 0.010258 ± 0.000083 0.01036 ± 0.00010 0.010322 ± 0.000096 0.010288 ± 0.000071

100✓s,eq . . . . . . . . . 0.4502 ± 0.0047 0.4529 ± 0.0044 0.4533 ± 0.0026 0.4499 ± 0.0032 0.4512 ± 0.0031 0.4523 ± 0.0023

f 143
2000 . . . . . . . . . . . 29.9 ± 2.9 30.4 ± 2.9 30.3 ± 2.8 29.5 ± 2.7 30.2 ± 2.7 30.0 ± 2.7

f 143⇥217
2000 . . . . . . . . . 32.4 ± 2.1 32.8 ± 2.1 32.7 ± 2.0 32.2 ± 1.9 32.8 ± 1.9 32.6 ± 1.9

f 217
2000 . . . . . . . . . . . 106.0 ± 2.0 106.3 ± 2.0 106.2 ± 2.0 105.8 ± 1.9 106.2 ± 1.9 106.1 ± 1.8

Table 5. Constraints on 1-parameter extensions to the base⇤CDM model for combinations of Planck power spectra, Planck lensing,
and external data (BAO+JLA+H0, denoted “ext”). Note that all limits and confidence regions quoted here are 95 %.

Parameter TT TT+lensing TT+lensing+ext TT,TE,EE TT,TE,EE+lensing TT,TE,EE+lensing+ext

⌦K . . . . . . . . . . . . . . �0.052+0.049
�0.055 �0.005+0.016

�0.017 �0.0001+0.0054
�0.0052 �0.040+0.038

�0.041 �0.004+0.015
�0.015 0.0008+0.0040

�0.0039
⌃m⌫ [eV] . . . . . . . . . . < 0.715 < 0.675 < 0.234 < 0.492 < 0.589 < 0.194
Ne↵ . . . . . . . . . . . . . . 3.13+0.64

�0.63 3.13+0.62
�0.61 3.15+0.41

�0.40 2.99+0.41
�0.39 2.94+0.38

�0.38 3.04+0.33
�0.33

YP . . . . . . . . . . . . . . . 0.252+0.041
�0.042 0.251+0.040

�0.039 0.251+0.035
�0.036 0.250+0.026

�0.027 0.247+0.026
�0.027 0.249+0.025

�0.026
dns/d ln k . . . . . . . . . . �0.008+0.016

�0.016 �0.003+0.015
�0.015 �0.003+0.015

�0.014 �0.006+0.014
�0.014 �0.002+0.013

�0.013 �0.002+0.013
�0.013

r0.002 . . . . . . . . . . . . . < 0.103 < 0.114 < 0.114 < 0.0987 < 0.112 < 0.113
w . . . . . . . . . . . . . . . �1.54+0.62

�0.50 �1.41+0.64
�0.56 �1.006+0.085

�0.091 �1.55+0.58
�0.48 �1.42+0.62

�0.56 �1.019+0.075
�0.080
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16 Planck Collaboration: Constraints on inflation

Fig. 11. Marginalized joint 68 % and 95 % CL regions for (✏1 , ✏2 , ✏3) (top panels) and (✏V , ⌘V , ⇠2V ) (bottom panels) for Planck
TT+lowP (red contours), Planck TT,TE,EE+lowP (blue contours), and compared with the Planck 2013 results (grey contours).

Fig. 12. Marginalized joint 68 % and 95 % CL regions for ns and r0.002 from Planck in combination with other data sets, compared
to the theoretical predictions of selected inflationary models. Planck 2015 XX
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Fig. 20. 68 % and 95 % confidence regions on 1-parameter extensions of the base ⇤CDM model for Planck TT+lowP (grey),
Planck TT,TE,EE+lowP (red), and Planck TT,TE,EE+lowP+BAO (blue). Horizontal dashed lines correspond to the parameter
values assumed in the base ⇤CDM cosmology, while vertical dashed lines show the mean posterior values in the base model for
Planck TT,TE,EE+lowP+BAO.
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Fig. 20. 68 % and 95 % confidence regions on 1-parameter extensions of the base ⇤CDM model for Planck TT+lowP (grey),
Planck TT,TE,EE+lowP (red), and Planck TT,TE,EE+lowP+BAO (blue). Horizontal dashed lines correspond to the parameter
values assumed in the base ⇤CDM cosmology, while vertical dashed lines show the mean posterior values in the base model for
Planck TT,TE,EE+lowP+BAO.
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No deviation from ΛCDM

(PlanckTT+lowP+Lensing+ext)
Bound already stronger than what achievable 

by Katrin (tritium beta decay) 

(PlanckTT+lowP)
Compatible with standard predition  Neff=3.046 

with 3 active neutrinos 

(PlanckTT+lowP)
Good agreement with measurements of 

primordial abundances and BBN predictions 

Planck 2015 XIII



2016 Intermediate - low-ell HFI specific data analysis

Large improvement in the handling of HFI polarized systematics and T->P leakage 
(at the simulation and map-making level) 

-> ADC non-linearity  
(including dipole distortion using simulations based template) 

-> Bandpass leakage 
-> better freq inter calibration

Planck Collaboration: Large-scale polarization and reionization

Fig. 17. Residual EE auto-power spectra of systematic e↵ects from the HFI pre-2016 E2E simulations computed on 50 % of the
sky (colours specified in the top left panel apply to all panels). The purple line (ADC NL total residual) shows the sum of all
e↵ects associated with ADC nonlinearity. The dark blue line (ADC NL no distortion) shows the level without the dominant dipole
distortion. The plots show also the F-EE model (black curves). The 100-GHz and 143-GHz model scaled to 353 GHz with a dust
SED is shown as dashed and dotted lines, respectively.

353 GHz are not captured by the half-mission null test; this can
plausibly explain the di↵erence.

We have shown that the destriping of the two half-missions
should be done independently in order to detect ADC nonlinear-
ity residuals. The 2016 data release will therefore include half-
mission SRoll fits of parameters.

Figure 20 shows EE and BB spectra of the di↵erence maps
and cross-spectra (signal) over 43 % of high latitude sky for both
the 2015 HFI maps and for the HFI pre-2016 polarization maps
described in this paper, and shows the relative improvements
made by the SRoll processing. Di↵erences between 2015 and
pre-2016 power spectra are not particularly sensitive to the po-
larization mask. The cross-spectra show the total signal level,
dominated by polarized dust emission at ` <⇠ 200 and, in EE,
by the CMB at ` >⇠ 200. This allows a direct comparison of the
signal with noise plus systematic e↵ects.

In Fig. 20, the 353-GHz detset null test for the 2015 data
(blue line) at 3  `  55 is 30 times larger than the FFP8 noise,
and is at a level larger than 10 % of the dust foreground spectrum.
In the 2015 data release, systematic e↵ects in the 353-GHz maps
constitute the main uncertainty in the removal of dust emission
from 100 and 143 GHz at low multipoles, dominating over statis-
tical uncertainty in the dust removal coe�cient (around 3 %, see
Sect. 5.2). In the pre-2016 data detset di↵erences (green line),
the systematic e↵ects are much lower, but not yet at the TOI
noise level.

In summary, all known systematic residuals have been seen
in at least one null test at the expected level. Conversely, there
is no excess over noise seen in a null test that is not accounted
for by a known systematic. This important conclusion fulfills
the goal of this section. However, one systematic e↵ect has not
been corrected at all, namely the ADC-induced dipole distortion,

13
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2016 intermediate low-l likelihood
• Cannot use HFI channels for pixel based likelihood 

• Poor description of noise covariance 
• residual systematic biases 

• Simulation based likelihood for 100x143 FG cleaned QML 
• FG clean using 30GHz and 353GHz 
• use approximate noise covariance for QML estimates (using E2E sims) 
• Estimate residual systematic biases on E2E sims

Bias from  
simulations

Planck intermediate XLVI

⌧ = 0.055± 0.009 SimLow
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is discussed at length in Planck Collaboration XVI (2014) and
Planck Collaboration XIII (2016).

Adding the Planck lensing measurements, which are com-
patible with lower values of As, drives ⌧ down again, close to the
original lowP value:

⌧ = 0.066 ± 0.016, PlanckTT+lowP+lensing. (15)

These shifts, and in fact the low-multipole power deficit, are
not of su�ciently high significance to suggest new physics.
Moreover, the fact that adding Planck lensing causes ⌧ to shift
downwards suggests that ⌧ is lower than the value in Eq. (13).
Indeed SimLow alone gives the following constraint on ⌧:

⌧ = 0.055 ± 0.009, SimLow. (16)

We can anticipate what will happen if we replace the lowP
likelihood with a statistically more powerful polarization likeli-
hood favouring a low value of ⌧— the main e↵ect will be to shift
�8 towards lower values, with a proportionately smaller shift of
ns also to smaller values. Furthermore this would not be consis-
tent with solving the high-multipole peak smoothing through an
underestimate of the e↵ect of lensing. In fact, adding the Planck
lensing measurement to SimLow and PlanckTT has a small im-
pact on the value of ⌧, giving ⌧ = 0.057 ± 0.0092.

Fig. 42. Parameter constraints for the base ⇤CDM cosmology,
illustrating the ⌧–ns degeneracy and the impact of replacing the
LFI-based lowP likelihood used in the 2015 Planck papers with
the HFI-based SimLow likelihood discussed here. The values of
⌧ and �8 shift downwards.

Figure 42 compares the SimLow and lowP parameter con-
straints on ⌧, �8, and ns, while Table 8 gives numerical results
for parameters of the base ⇤CDM model. The tighter constraint
on ⌧ brought by SimLow reduces the correlation between ns and
⌧, and leads to slightly tighter bounds on ns. However, larger pa-
rameter changes are seen for ⌧ and As, each changing by about
1�. We specifically find

⌧ = 0.058 ± 0.009, PlanckTT+SimLow, (17)

in excellent agreement with the result from SimLow alone.
The present day amplitude of the fluctuations, �8, decreases
by about 1� and its uncertainty shrinks by about 33 %. This
shift goes in the right direction to reduce the tensions with
cluster abundance and weak galaxy lensing, as discussed in
Planck Collaboration XIII (2016), although it is not yet su�cient
to remove them entirely.

Changes in most of the other cosmological parameters are
small, with deviations being less than 0.5�. The largest devia-
tion is in the spectral index ns, due to its partial correlation with
⌧. This slight decrease in ns means that we can now reject the
scale-invariant spectrum at the 6.7� level (8.7� when using the
high-` polarization data). The Hubble constant H0 decreases by

0.4�; within the framework of the base ⇤CDM model, this in-
creases the tension with some recent direct local determinations
of H0 (Riess et al. 2016) to around 3.2�.

The use of SimLow in place of lowP has little e↵ect on most
of the usual extentions to the ⇤CDM model, as can be seen in
Table 9. The number of relativistic species, for example, remains
compatible with 3. The phenomenological AL parameter is es-
sentially unchanged, and still discrepant at roughly the 2� level
from its expected value of 1. Additionally, the running of the
spectral index is constrained to be even closer to zero.

Due to the lowering of the normalization, the CMB con-
straint on neutrino masses improves from

P

m⌫ < 0.72 eV
(PlanckTT+lowP) to

P

m⌫ < 0.59 eV (PlanckTT+SimLow)
and

P

m⌫ < 0.34 eV (PlanckTTTEEE+SimLow). When
adding BAO information (see Planck Collaboration XIII 2016,
for details), these constraints improve further to m⌫ <
0.17 eV (PlanckTT+SimLow+lensing+BAO) and m⌫ = 0.14 eV
(PlanckTTTEEE+SimLow+lensing)

The HFI polarization measurements presented in this paper
reduce some of the tensions for some of the cosmological pa-
rameters, but have no substantial impact on the qualitative con-
clusions of the Planck 2015 cosmology papers. In particular, the
⇤CDM model remains an excellent description of the current
data.

Further interpretation of these results in terms of reion-
ization models can be found in the companion paper
Planck Collaboration XLVII (2016). A more complete quantita-
tive description of all the cosmological consequences of the new
HFI-based constraints, along with a complete reanalysis of the
high-` polarization using these new data, will be performed in a
forthcoming Planck release.

8. Conclusions

This paper presents a value of the parameter ⌧ derived solely
from low-multipole EE polarization, which is both the most ac-
curate to date and the lowest central value. It depends on the
high-` multipoles of the TT power spectrum only through the
constraint required to fix As e�2⌧.

Measurements of polarized CMB anisotropies on these large
(> 10�) scales require all-sky coverage and very low noise. Only
space experiments, with great stability, multiple redundancies,
and enough frequencies to remove Galactic foregrounds, can
achieve all of these simultaneously. The WMAP satellite was
the first to reach most of these goals, with two telescopes to di-
rectly measure very large scales, passively cooled detectors, and
nine years of observations; however, its lack of high frequencies
did not allow a good enough dust foreground subtraction to be
carried out. The Planck mission achieved much lower noise, es-
pecially with the 100 mK bolometers of the HFI. Scanning the
sky in nearly great circles at 1 rpm for 2.5 years, Planck HFI re-
quired extreme stability and many levels of redundancy to mea-
sure the polarized CMB on the largest scales. The challenge was
such that, for the first two cosmological data and science releases
by the Planck team, there were still obvious signs of poorly-
understood systematic e↵ects, which prevented the use of large-
scale HFI polarization data.

At 545 and 857 GHz, calibration is not as accurate as in
the CMB-calibrated channels (70–353 GHz), but polarized dust
emission can be removed well enough that ⌧ is una↵ected by
dust residuals. Furthermore, most of the synchrotron foreground
that is uncorrelated with dust is also mostly removed when us-
ing only 100⇥143 cross-spectra. At CMB frequencies, polarized
systematic e↵ects have now been understood and modelled. One
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Fig. 41. History of ⌧ determination with WMAP and Planck. We have omitted the first WMAP determination (⌧ = 0.17 ± 0.04,
Bennett et al. 2003), which was based on T E alone.

Table 8. Parameter constraints for the base⇤CDM cosmology (as defined in Planck Collaboration XVI 2014), illustrating the impact
of replacing the LFI-based lowP likelihood (used in the 2015 Planck papers) with the HFI-based SimLow likelihood discussed in
the text. We also present here the change when including the high-` polarization.

PlanckTT+lowP PlanckTT+SIMlow PlanckTTTEEE+lowP PlanckTTTEEE+SIMlow
Parameter 68 % limits 68 % limits 68 % limits 68 % limits

⌦bh2 . . . . . . . . . . 0.02222 ± 0.00023 0.02214 ± 0.00022 0.02225 ± 0.00016 0.02218 ± 0.00015

⌦ch2 . . . . . . . . . . 0.1197 ± 0.0022 0.1207 ± 0.0021 0.1198 ± 0.0015 0.1205 ± 0.0014

100✓MC . . . . . . . . 1.04085 ± 0.00047 1.04075 ± 0.00047 1.04077 ± 0.00032 1.04069 ± 0.00031

⌧ . . . . . . . . . . . . 0.078 ± 0.019 0.0581 ± 0.0094 0.079 ± 0.017 0.0596 ± 0.0089

ln(1010As) . . . . . . . 3.089 ± 0.036 3.053 ± 0.019 3.094 ± 0.034 3.056 ± 0.018

ns . . . . . . . . . . . 0.9655 ± 0.0062 0.9624 ± 0.0057 0.9645 ± 0.0049 0.9619 ± 0.0045

H0 . . . . . . . . . . . 67.31 ± 0.96 66.88 ± 0.91 67.27 ± 0.66 66.93 ± 0.62

⌦m . . . . . . . . . . . 0.315 ± 0.013 0.321 ± 0.013 0.3156 ± 0.0091 0.3202 ± 0.0087

�8 . . . . . . . . . . . 0.829 ± 0.014 0.8167 ± 0.0095 0.831 ± 0.013 0.8174 ± 0.0081

�8⌦
0.5
m . . . . . . . . . 0.466 ± 0.013 0.463 ± 0.013 0.4668 ± 0.0098 0.4625 ± 0.0091

�8⌦
0.25
m . . . . . . . . 0.621 ± 0.013 0.615 ± 0.012 0.623 ± 0.011 0.6148 ± 0.0086

zre . . . . . . . . . . . 9.891.8
�1.6 8.11 ± 0.93 10.01.7

�1.5 8.24 ± 0.88

109Ase�2⌧ . . . . . . . 1.880 ± 0.014 1.885 ± 0.014 1.882 ± 0.012 1.886 ± 0.012

Age/Gyr . . . . . . . 13.813 ± 0.038 13.829 ± 0.036 13.813 ± 0.026 13.826 ± 0.025

(` < 1500) is broken by the lensing e↵ect seen in the higher part
of the spectrum.

However, the ` >⇠ 1000 part of the Planck spectrum is charac-
terized by peaks that are slightly broader and smoother than what
the ⇤CDM model predicts. The high-multipole peak smooth-
ing is compatible with a slightly stronger lensing amplitude,
and translates into a roughly 2�-high phenomenological pa-
rameter AL value. The A��L = 0.95 ± 0.04 value derived from

the lensing power spectrum (Planck Collaboration XIII 2016)
supports that this would just be a statistical fluctuation, rather
than a peculiar feature of the lensing power spectrum itself.
Nevertheless, the preference for a larger lensing amplitude at
high multipoles pushes the normalization and the optical depth
values up. The lowP likelihood was not statistically powerful
enough to counteract this trend, and so in the PlanckTT+lowP
analysis ⌧ is driven upwards compared to Eq. (13). This e↵ect
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Fig. 1. Cosmological parameter constraints from
PlanckTT+⌧prior for the full multipole range (orange) and
for `< 800 (blue)—see the text for the definitions of the
parameters. Note that the constraints are generally in good
agreement, with the full Planck data providing tighter limits on
the parameters; however, the best-fit values certainly do shift.
It is these shifts that we seek to explain in this paper. A prior
⌧ = 0.07 ± 0.02 has been used here as a proxy for the e↵ect
of the low-` polarization data (with the impact of a di↵erent
prior discussed later). As a comparison, we also show results for
WMAP TT data combined with the same prior on ⌧ (grey).

slightly shifted. It is these shifts that we seek to explain in the
later sections. Fig. 1 also shows constraints from the WMAP
TT spectrum. As already mentioned, these constraints are qual-
itatively very similar to those from Planck `< 800, although
not exactly the same, since WMAP reaches the cosmic vari-
ance limit closer to `= 600. Nevertheless, as was already shown
by Kovács et al. (2013), the CMB maps themselves agree very
well. The small di↵erences in parameter inferences (the largest
of which is a roughly 1� di↵erence in ✓⇤), are presumably due
to small di↵erences in sky coverage and WMAP instrumental
noise. We see that the dominant source of parameter shifts be-
tween Planck and WMAP is the new information contained in
the `> 800 modes, and that by discussing parameter shifts in-
ternal to Planck we are also directly addressing the di↵erences
between WMAP and Planck.

Fig. 1 shows the shifts for some additional derived param-
eters, as well as the basic 6-parameter set. In particular, one
can choose to use the conventional cosmological parameter H0,
rather than the CMB parameter ✓⇤, as part of a 6-parameter set.
Of course neither choice is unique, and we could have also fo-
cused on other derived quantities in addition to six that span
the space; for the amplitude, we have presented results for the
usual choice As, but added panels for the alternative choices
Ase�2⌧ (which will be important later in this paper) and �8
(the rms density variation in spheres of size 8 h�1 Mpc in lin-
ear theory at z = 0). The shifts shown in Fig. 1 are fairly

representative of the sorts of shifts that have already been dis-
cussed in previous papers (e.g., Planck Collaboration XVI 2014;
Planck Collaboration XI 2016; Addison et al. 2016), despite dif-
ferent choices of ⌧ prior and ` ranges.

To simplify the analysis as much as possible, throughout
most of this paper we will choose our parametrization of the
six degrees of freedom in the ⇤CDM model so that we reduce
the correlations between parameters, and also so that our choice
maps onto the physically meaningful e↵ects that will be de-
scribed in Sect. 4. While a choice of six parameters satisfying
both criteria is not possible, we have settled on ✓⇤, !m, !b, ns,
As e�2⌧, and ⌧. Most of these choices are standard, but two are
not the same as those focused on in most CMB papers: we have
chosen !m instead of !c, because the former governs the size
of the horizon at the epoch of matter-radiation equality, which
controls both the potential-envelope e↵ect and the amplitude of
gravitational lensing (see Sect. 4); and we have chosen to use
As e�2⌧ in place of As, because the former is much more pre-
cisely determined and much less correlated with ⌧. Physically,
this arises because at angular scales smaller than those that sub-
tend the horizon at the epoch of reionization (`' 10) the primary
impact of ⌧ is to suppress power by e�2⌧ (again, see Sect. 4).

As a consequence of this last fact, the temperature power
spectrum places a much tighter constraint on the combination
As e�2⌧ than it does on ⌧ or As. Due to the strong correlation be-
tween these two parameters, any extra information on one will
then also translate into a constraint on the other. For this rea-
son, a change in the prior we use on ⌧ will be mirrored by a
change in As, given a fixed As e�2⌧ combination. Conversely, the
extra information one obtains on As from the smoothing of the
small-scale power spectrum due to gravitational lensing will be
mirrored by a change in the recovered value of ⌧ (and this will
be important, as we will show later). As a result, since we will
mainly focus on the shifts of As e�2⌧ and ⌧, we will often inter-
pret changes in the value of ⌧ as a proxy for changes in As (at
fixed As e�2⌧), and thus for the level of lensing observed in the
data (see Sect. 5.2).

3. Comparison of parameter shifts with

expectations

In light of the shifts in parameters described in the previous sec-
tion, we would of course like to know whether they are large
enough to indicate a failure of the ⇤CDM model or the presence
of systematic errors in the data, or if they can be explained sim-
ply as an expected statistical fluctuation arising from instrumen-
tal noise and sample variance. The aim of this section is to give
a precise determination based on simulations, in particular one
that avoids several approximations used by previous analyses.

One of the first attempts to quantify the shifts was per-
formed in appendix A of Planck Collaboration XVI (2014),
and was based on a set of Gaussian simulations. More re-
cent studies using the Planck 2015 data have generally com-
pared posteriors of disjoint sets of Planck multipole ranges (e.g.,
Planck Collaboration XI 2016; Addison et al. 2016). There, the
�2 is computed,

�2 = ( p̄(1) � p̄(2))⌃�1( p̄(1) � p̄(2)), (1)

with ⌃ = C(1) + C(2), where C(↵) are the parameter posterior co-
variances of the two data sets and p̄↵ are the vectors of parameter
means. A probability to exceed �2 is then calculated assuming a
�2 distribution with degrees of freedom equal to the number of
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Planck Collaboration: Parameter shifts

Fig. 2. Di↵erences in best-fit parameters between `< 800 and `< 2500 as compared to expectations from a suite of simulations. The
cloud of blue points and the histograms are the distribution from simulations (discussed in Sect. 3), while the orange points and lines
are the shifts found in the data. Although the shifts may appear to be generally large for this particular choice of parameter set, it is
important to realise that this is not an orthogonal basis, and that there are strong correlations among parameters; when this is taken
into account, the overall significance of these shifts is 1.4�, and the significance of the biggest outlier (Ase�2⌧), after accounting
for look-elsewhere e↵ects, is 1.7�. Fig. 3 shows these same shifts in a more orthogonal basis that makes judging these significance
levels easier by eye. Choosing a di↵erent multipole at which to split the data, or comparing low `s versus high `s alone, does not
change this qualitative level of agreement. We note that the parameter mode discussed in Sect. 3.2 is not projected out here, since it
would correspond to moving any data point by less than the width of the point itself.

parameters. This number is usually five, since ⌧ is ignored be-
cause prior information on ⌧ went into both sets of estimated
parameters.

There are assumptions, both explicit and implicit in previ-
ous analyses, which we avoid with our procedure. We take into
account the covariance in the parameter errors from one data
set to the next, and do not assume that the parameter errors are

5

Planck Collaboration: Parameter shifts

Fig. 3. Visually it might seem that the data point in the 6-
parameter space of Fig. 2 is a much worse outlier than only
1.4�. One way to see that it really is only 1.4� is to transform
to another parameter space, as shown in this figure. Linear trans-
formations leave the �2 una↵ected, and while ours here are not
exactly linear, the shifts are small enough that they can be ap-
proximated as linear and the �2 is largely unchanged (in fact it
is slightly worse, 1.6�). We have chosen these parameters so
the shifts are more decorrelated while still using physical quan-
tities. The parameter Ãs is the amplitude at a pivot of scale of
k = 0.035 Mpc�1, chosen since there is no shift in Ãse�2⌧. Tick
marks are omitted here for clarity.

normally distributed. Additionally our procedure allows us to in-
clude ⌧ in the set of compared parameters. As we will see, our
more exact procedure shows that consistency is somewhat better
than would have appeared to be the case otherwise.

3.1. Description of Simulations

To calculate the expected shifts, we generate a suite of simu-
lated Planck data and, for each data set, compute a likelihood
and numerically maximize it to obtain the best-fit parameters,
subject to various multipole range cuts. The di↵erence in best-
fit parameters between di↵erent cuts builds up a distribution of
the expected shifts, which can be compared to the shifts seen in
real data. The goal of these simulations is to be as consistent as
possible with the approximations made in the real analysis (as
opposed to, for example, the suite of end-to-end simulations de-
scribed in Planck Collaboration XI 2016, which aim to simulate
systematics not directly accounted for by the real likelihood). In
this sense, our simulations are a self-consistency check of Planck
data and likelihood products. We will now describe these simu-
lations in more detail.

Fig. 4. Distribution of two di↵erent statistics computed on the
simulations (blue histogram) and on the data (orange line). The
first is the �2 statistic, where we compute �2 for the change in
parameters between `< 800 and `< 2500, with respect to the co-
variance of the expected shifts. The second is a “biggest out-
lier” statistic, where we search for the parameter with the largest
change, in units of the standard deviation of the simulated shifts.
We give the probability to exceed (PTE) on each panel. For both
statistics, we find that the observed shifts are largely consistent
with expectations from simulations.

For each simulation, we draw a realization of the
data independently at `< 30 and at `> 30.7 At `< 30 we
draw realizations directly at the map level, whereas for
`> 30 we use the plik lite CMB covariance (described in
Planck Collaboration XI 2016) to draw power spectrum re-
alizations. For both `< 30 and `> 30, each realization is
drawn assuming a fiducial model. This model is the best-
fit ⇤CDM model for the PlanckTT data, with ⌧ fixed to
0.07, and the Planck calibration parameter, yP, fixed to
1. More explicitly, we use {Ase�2⌧, ns,!m,!b, ✓⇤, ⌧, yP} =
{1.886, 0.959, 0.1438, 0.02206, 1.04062, 0.07, 1}. The reason for
fixing ⌧ and the calibration in obtaining the fiducial model is
that for the analysis of each simulation, priors on these two pa-
rameters are applied, centred on 0.07 and 1, respectively; if our
fiducial model had di↵erent values, the distribution of best-fits
across simulations for those and all correlated parameters would
be biased from their fiducial values, and one would need to re-
centre the distributions. Our procedure is more straightforward
and clearer to interpret. In any case, our analysis is not very sen-
sitive to the exact fiducial values and we have checked that for a

7We thus ignore `-to-` correlations across this multipole, consistent
with what is assumed in the real likelihood (Planck Collaboration XI
2016).
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Figure 33. Marginal mean and 68 % CL error bars on cosmological parameters estimated with di↵erent data choices for the Plik
likelihood, in comparison with results from alternate approaches or model. We assume a ⇤CDM model and use variations of the
PlikTT likelihood in most of the cases, in combination with a prior ⌧ = 0.07±0.02 (using neither low-` temperature nor polarization
data). The “PlikTT+tauprior” case (black dot and thin horizontal black line) indicates the baseline (HM, `min = 30, `max = 2508),
while the other cases are described in Sect. 4.1 (and 4.2, 5.5, E.4). The grey bands show the standard deviation of the expected
parameter shift, for those cases where the data used is a subsample of the baseline likelihood (see Eq. 53).

Figure 34. Marginal mean and 68 % CL error bars on the parameters AL (left) and Ne↵ (right) in ⇤CDM extensions, estimated with
di↵erent data choices for the PlikTT likelihood in comparison with results from alternate approaches or model, combined with a
Gaussian prior on ⌧ = 0.07± 0.02 (i.e., neither low-` temperature nor polarization data). The “PlikTT+tauprior” case indicates the
baseline (HM, `min = 30, `max = 2508), while the other cases are described in subsections of Sect. 4.1. The thin horizontal black line
shows the baseline result and the thick dashed grey line displays the ⇤CDM value (AL = 1 and Ne↵ = 3.04). The grey bands show
the standard deviation of the expected parameter shift, for those cases where the data used is a sub-sample of the baseline likelihood
(see Eq. 53).

0.23� and in ns of 0.20�. The values of the dust amplitude para-
meters, however, do change, and their best-fit values increase
by about 15 µK2 for all pairs of frequencies, while at the same
time the error bars of the dust amplitude parameters increase
very significantly. All of the amplitude levels obtained from the
545 GHz cross-correlation are within 1� of this result. The dust

levels from this experiment are clearly unphysically high, requir-
ing 22 µK2 (D`, ` = 200) for the 100 ⇥ 100 pair. This level
of dust contamination is clearly not allowed by the 545 ⇥ 100
cross-correlation, demonstrating that the prior deduced from it
is informative. Nevertheless, the fact that cosmological paramet-
ers are barely modified in this test indicates that the values of the

39
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Figure 1. SPT + Planck lensing bandpowers from O17 along with earlier lensing estimates from the SPT-SZ survey (van
Engelen et al. 2012) and recent lensing bandpowers obtained from temperature and polarization measurements from SPTpol
(Story et al. 2015). Also plotted are the most recent lensing autospectrum measurements from BICEP2+Keck Array (BICEP2
Collaboration et al. 2016), Planck (Planck Collaboration et al. 2016b), POLARBEAR (POLARBEAR Collaboration et al. 2014)
and ACTPol (Sherwin et al. 2016), and a prediction for the lensing power spectrum using the best-fit cosmological parameters
from the Planck TT + lowP + lensing cosmology (Planck Collaboration et al. 2016a).

would have the second term on the right hand side writ-
ten as a weighted convolution of the temperature field
and the lensing potential, where the harmonic trans-
form for any particular mode for the lensed field could
involve a sum over all of the modes of the unlensed field.
Lensing thus introduces non-zero o↵-diagonal elements
in the covariance of observed temperature fields in har-
monic space (Okamoto & Hu 2003):

� hT`1m1T`2m2i (3)
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where T`m are the spherical harmonic expansion coe�-
cients of the temperature fields and �LM the coe�cients
of the projected lensing potential. The weight
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characterizes the mode coupling induced by lensing (i.e.,
the e↵ect of the convolution in Equation 2).

2.2. Lensing Map Reconstruction

The lensing potential can be estimated from observed
CMB maps by measuring the lensing-induced mode cou-
pling of Equation 3 between pairs of modes in the ob-
served temperature field (Zaldarriaga & Seljak 1999; Hu
& Okamoto 2002). In general, it is best to use pairs in
harmonic space that have good signal-to-noise for mea-
suring lensing. For this purpose, it is useful to work
with a filtered map: T̄`m ⌘ F`mT`m, with the filter
F`m ⌘ (C` + N`m)�1 for a given CMB power spectrum
C` and an anisotropic (m-dependent) noise power spec-
trum N`m.
A formally optimal estimator (at first order) which

maximizes signal to noise in the estimated lensing po-
tential (Hu & Okamoto 2002) is

�̄LM (5)

=
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SPT, Simard et al. 2017



0.2 0.3 0.4 0.5 0.6

⌦m

0.6

0.8

1.0

�
8

WL+BAO

WL+✓MC+BAO

Planck TT+lowP

32

40

48

56

64

72

80

88

96

H
0

Sigma8 tension (Lensing)

Planck 2015 XIII

KiDS, Hildebrandt et al 
1606.05338

8 Simard, Omori, and the SPT collaboration

sensitivity to the geometry and the growth of structure,
lensing can break degeneracies between cosmological pa-
rameters constrained by CMB alone, including the angu-
lar diameter distance degeneracy (Stompor & Efstathiou
1999).
Recent detections of CMB lensing have proven its sig-

nificance as a cosmological probe, on its own or in com-
bination with CMB temperature and polarization mea-
surements (Planck Collaboration et al. 2016b, 2014b;
van Engelen et al. 2012; Das et al. 2011b). In the fol-
lowing section, we show the most significant improve-
ments on cosmological parameters constraints provided
by the SPT + Planck lensing measurements over 2500
deg2 as compared to the full-sky Planck primary CMB
measurements on their own.
To determine the posterior probability distributions

of the cosmological parameters from SPT + Planck

lensing data in combination with CMB data, we use
Markov Chain Monte Carlo (MCMC) methods (Chris-
tensen et al. 2001) through the publicly available Cos-
moMC6 package (Lewis & Bridle 2002).
Assuming a spatially flat universe, the properties of a

⇤ cold dark matter (⇤CDM) model can be represented
by the following six parameters, which are the base set
of parameters to be varied in the chains: the baryon
density ⌦bh2, the cold dark matter density ⌦ch2, the
optical depth at reionization ⌧ , the angular scale of the
sound horizon at the surface of last scattering ✓s, the
amplitude As and power-law spectral index ns of pri-
mordial scalar perturbations, both taken at a pivot scale
of k = 0.05Mpc�1 as chosen in the cosmological param-
eters analysis of Planck Collaboration et al. (2014a). We
will often use parameters derived from these six, includ-
ing the total matter density ⌦m.
For constraints based only on lensing, the same pri-

ors as in Sherwin et al. (2016) have been applied. When
computing constraints combining CMB lensing measure-
ments with primary CMB measurements, the Planck

TT and lowP likelihoods have been used, the latter re-
lying on low ` CMB temperature and polarization data.

5.1. ⇤CDM Model

An alternative way to parameterize the amplitude of
the matter power spectrum is �8, the rms mass fluctua-
tion today in 8 h�1Mpc spheres assuming linear theory.
This parameter is convenient for comparisons with re-
sults from galaxy surveys.
In Figure 3, constraints from lensing experiments,

both CMB lensing (Sherwin et al. 2016; Planck Collab-
oration et al. 2016b) and cosmic shear (Joudaki et al.

6
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Figure 3. Lensing constraints on �8 and ⌦m from optical
surveys (KiDS-450, CFHTLens, DES) and CMB measure-
ments (ACTPol, Planck full sky, SPT + Planck 2500 deg2 ).
Also shown are constraints from the Planck primary CMB
power spectra. This work is in good agreement with both
CMB and optical surveys.

2017; Hildebrandt et al. 2017; Troxel et al. 2017), are
shown in the �8 � ⌦m plane, compared with expecta-
tions from the primary CMB fluctuations as measured
by Planck . There have been hints of mild tension be-
tween Planck CMB power spectrum constraints and
probes of low-redshift structure. The CMB lensing con-
straints are all highly consistent with each other, and
it can be seen that the constraints from this paper (the
SPT+Planck CMB lensing data) overlap with both the
low-redshift probes and the primary CMB estimates, al-
though the primary CMB data are substantially more
precise. In making the CMB-lensing-only constraints,
as was done in Planck Collaboration et al. (2016b) and
Sherwin et al. (2016), the corrections to the response
function were held at the best-fit cosmology correspond-
ing to the Planck TT and lowP likelihoods7 (Planck
Collaboration et al. 2016a). The close agreement be-
tween SPT + Planck and Planck is not simply from
the combined SPT + Planck dataset including data
from Planck . The SPT + Planck data is based on only
⇠2500 deg2 , and is mainly driven by the SPT data.
Joint constraints on ⌦m and �8 obtained by combining

the CMB lensing data with the primary CMB measure-

7 base plikHM TT lowTEB

15

C. Modeling Shear Systematics

The shear multiplicative bias is modeled as [131, 132]

⇠ij
= (1 + mi

)(1 + mj
)⇠ij

true

, (11)

where mi are free to independently vary in each tomographic
bin. We do not explicitly marginalize over the potential im-
pact of additive systematics. We use a Gaussian prior on
mi of 0.012 ± 0.023 for METACALIBRATION, given in Ta-
ble II, which is rescaled from the non-tomographic prior
m = 0.012 ± 0.013 due to potential correlations between
tomographic bins as discussed in Appendix D of [54]. The
equivalent IM3SHAPE prior on mi is 0.0 ± 0.035. Both are
allowed to vary independently in each tomographic bin.

The only potential source of additive systematics we have
identified in [54] is related to incorrect modeling of the PSF.
We can model the impact of the PSF model errors in cosmic
shear and this is described in detail in Appendix A along with
a discussion of the residual mean shear in each tomographic
bin, which is not fully described by PSF model errors. We find
that after correcting the signal for the mean shear, the effect
of PSF modeling errors is negligible.

D. Modeling Photo-z Systematics

The photo-z bias is modeled as an additive shift of the n(z)

ni
= ni

PZ

(z � �zi
), (12)

where �zi are free to independently vary in each tomographic
bin. As discussed in Sec. II B, this is a sufficient approx-
imation for the DES Y1 cosmic shear analysis, and this is
further validated in Sec. IX C. The Gaussian priors on �zi

for the METACALIBRATION measurements are listed in Ta-
ble II. We separately calibrate priors for the IM3SHAPE mea-
surements, which have Gaussian priors of �zi

= (0.004 ±
0.015; �0.024 ± 0.013; �0.003 ± 0.011; �0.057 ± 0.022)

[39, 42]. When using the resampled COSMOS ni
(z), the

same width for the prior on �zi is used, but it is centered
at zero. All �zi are allowed to vary independently in each to-
mographic bin. As in the case of shear calibration, the width
of these priors accounts for correlations between tomographic
bins as described in Appendix A of [39].

VIII. COSMOLOGICAL PARAMETER CONSTRAINTS

Given the size and quality of the DES Y1 shape catalogs,
we are able to make a highly significant statement about the
robustness of the standard ⇤CDM cosmological model. Our
measurements of cosmic shear probe the evolution of nonlin-
ear fluctuations in the underlying matter field and expansion
of space across a very large volume around z ⇡ 0.6. By com-
parison, equally constraining measurements of the CMB at
z = 1100 use information from linear perturbations in the ra-
diation field to constrain the same model eight billion years

0.2 0.3 0.4 0.5
�m

0.55

0.60

0.65

0.70

0.75

0.80

0.85

0.90

0.95

1.00

�
8

DES Y1
KiDS-450
Planck

0.2 0.3 0.4 0.5
�m

0.65

0.70

0.75

0.80

0.85

0.90

S
8
⌘

�
8(

�
m
/0

.3
)0.

5

�CDM

FIG. 7. Fiducial constraints on the clustering amplitude �8 and S8

with the matter density ⌦m in ⇤CDM. The fiducial DES Y1 cosmic
shear constraints are shown by the gray filled contours, with Planck
CMB constraints given by the filled green contours, and cosmic shear
constraints from KiDS-450 by unfilled blue contours. In all cases,
68% and 95% confidence levels are shown.

before light left the galaxies we now observe in DES. Com-
paring the prediction of these very different probes at the same
redshift via the parameter S

8

allows us to test whether these
results are consistent within the ⇤CDM model to high preci-
sion.

Using the fiducial modeling choices described in the pre-
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C. Modeling Shear Systematics

The shear multiplicative bias is modeled as [131, 132]

⇠ij
= (1 + mi

)(1 + mj
)⇠ij

true

, (11)

where mi are free to independently vary in each tomographic
bin. We do not explicitly marginalize over the potential im-
pact of additive systematics. We use a Gaussian prior on
mi of 0.012 ± 0.023 for METACALIBRATION, given in Ta-
ble II, which is rescaled from the non-tomographic prior
m = 0.012 ± 0.013 due to potential correlations between
tomographic bins as discussed in Appendix D of [54]. The
equivalent IM3SHAPE prior on mi is 0.0 ± 0.035. Both are
allowed to vary independently in each tomographic bin.

The only potential source of additive systematics we have
identified in [54] is related to incorrect modeling of the PSF.
We can model the impact of the PSF model errors in cosmic
shear and this is described in detail in Appendix A along with
a discussion of the residual mean shear in each tomographic
bin, which is not fully described by PSF model errors. We find
that after correcting the signal for the mean shear, the effect
of PSF modeling errors is negligible.

D. Modeling Photo-z Systematics

The photo-z bias is modeled as an additive shift of the n(z)

ni
= ni

PZ

(z � �zi
), (12)

where �zi are free to independently vary in each tomographic
bin. As discussed in Sec. II B, this is a sufficient approx-
imation for the DES Y1 cosmic shear analysis, and this is
further validated in Sec. IX C. The Gaussian priors on �zi

for the METACALIBRATION measurements are listed in Ta-
ble II. We separately calibrate priors for the IM3SHAPE mea-
surements, which have Gaussian priors of �zi

= (0.004 ±
0.015; �0.024 ± 0.013; �0.003 ± 0.011; �0.057 ± 0.022)

[39, 42]. When using the resampled COSMOS ni
(z), the

same width for the prior on �zi is used, but it is centered
at zero. All �zi are allowed to vary independently in each to-
mographic bin. As in the case of shear calibration, the width
of these priors accounts for correlations between tomographic
bins as described in Appendix A of [39].

VIII. COSMOLOGICAL PARAMETER CONSTRAINTS

Given the size and quality of the DES Y1 shape catalogs,
we are able to make a highly significant statement about the
robustness of the standard ⇤CDM cosmological model. Our
measurements of cosmic shear probe the evolution of nonlin-
ear fluctuations in the underlying matter field and expansion
of space across a very large volume around z ⇡ 0.6. By com-
parison, equally constraining measurements of the CMB at
z = 1100 use information from linear perturbations in the ra-
diation field to constrain the same model eight billion years
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FIG. 7. Fiducial constraints on the clustering amplitude �8 and S8

with the matter density ⌦m in ⇤CDM. The fiducial DES Y1 cosmic
shear constraints are shown by the gray filled contours, with Planck
CMB constraints given by the filled green contours, and cosmic shear
constraints from KiDS-450 by unfilled blue contours. In all cases,
68% and 95% confidence levels are shown.

before light left the galaxies we now observe in DES. Com-
paring the prediction of these very different probes at the same
redshift via the parameter S

8

allows us to test whether these
results are consistent within the ⇤CDM model to high preci-
sion.

Using the fiducial modeling choices described in the pre-

DES 1Yr, Troxel et al 
1708.01538

SPT, Simard et al.  
2017
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Figure 2. Left panels: The impact of data vector and covariance corrections on the KiDS-450 cosmic shear results in the H17 analysis configuration. ’✓ corr.’
refers to the update of the ✓ values for the data vector that appropriately averages the mean pair separation noted in Footnote 1 of Joudaki et al. (2018). ’✓+Cov

corr.’ refers to additionally including the covariance corrections discussed in Sec. 3 – updating the Cov

SN and �m components. The Cov

SN update alone has
relatively little impact on the cosmological constraints compared to the �m change. Right panels: A comparison of the final cosmic shear results from the
KiDS-450 and the DES Y1 data in the T17 analysis configuration. In both panels, we include constraints from the CMB (Planck) for comparison, analysed
separately in the two analysis configurations, and show the marginalised S

8

constraints on each side. Note that, among other differences described in the text,
the neutrino mass density is fixed in the left panels (H17) and marginalized over in the right panels (T17), which causes the Planck contours in particular to
differ. The cosmic shear results of the DES and KiDS analyses are strongly consistent, though the complete overlap found here is likely coincidental and not
necessarily expected statistically. The 2-D 68% CL of both overlap with those of the CMB in the right panels (and nearly so in the left panels).

We compare the final parameter constraints from KiDS-450
and DES Y1 in the right panels of Fig 2, finding complete over-
lap of the KiDS-450 and DES Y1 cosmic shear contours in S

8

and ⌦m, with constraints of S
8

= 0.782

+0.027

�0.027

for DES Y1 and
S

8

= 0.772

+0.037

�0.031

for KiDS-450 in the T17 analysis configuration.
Beyond the primary cosmological parameters, it is also important
to recognise (as recently highlighted in Efstathiou & Lemos (2018))
the impact that the major astrophysical systematic in cosmic shear,
the intrinsic alignment of galaxies (IA) (see Joachimi et al. 2015;
Troxel & Ishak 2015, and references therein), can have on the in-
terpretation of cosmological results. One diagnostic of potential
residual systematics is an inconsistent model fit for the IA signal,
up to a potential difference in the effective amplitude due to the
use of different shape measurement methods. We also find excel-
lent agreement here, with an amplitude for the intrinsic alignment
model of A

IA

= 1.0+0.4
�0.7 (DES Y1) and A

IA

= 0.9+0.9
�0.6

(KiDS-450)
in the T17 analysis configuration, marginalising over a free red-
shift power-law evolution which is also strongly consistent. This is
a powerful demonstration of consistency between the cosmic shear
analyses of these two surveys, which lends credence to the robust-
ness of constraints shown here from cosmic shear.

5 CONCLUSIONS & OUTLOOK

We have demonstrated that using an exact measurement (e.g., the
actual N

p

(✓)) of the shape noise component of analytic cosmic
shear covariance matrix estimates is critical for ongoing and future
analyses where the survey footprint is non-compact or disjoint. In
the case of KiDS-450, we have demonstrated that this correction
increases the shape noise term in the covariance by up to a factor of
3.5 on the largest scales. This shape noise correction is sufficient to

completely resolve the large best-fit reduced �2 for ⇤CDM from
the original analysis of H17, and the first pre-print version of T17.
With these updates, there is no longer any evidence for a lack of
internal model consistency in this basic test for these cosmic shear
analyses. The increase in covariance could also relieve tension in
other internal consistency tests, such as the ones performed in Efs-
tathiou & Lemos (2018), although we have not studied this.

We find that two additional updates in (1) the addition of �m
to the covariance matrix described in Sec. 3.2 and (2) the determi-
nation of the effective angular values for the data vector both shift
the inferred S

8

from KiDS-450 to slightly larger values. This im-
proves the mutual consistency in cosmological constraints between
the KiDS-450 and DES Y1 cosmic shear data sets found in T17,
while also bringing the KiDS-450 and Planck results into better
agreement in the S

8

–⌦m plane. These results are an important step
forward in the mutual validation of cosmic shear results. A more
complete comparison of the DES and KiDS weak lensing results
and a full investigation of the impact of survey geometry on the
mixed and cosmic variance covariance terms is warranted and is
left to future work. An extended study of the internal and mutual
consistency between several existing weak lensing surveys, includ-
ing KiDS-450, will be presented in Chang et al. in prep.

Our results weaken evidence that ⇤CDM can not consistently
describe both low-redshift cosmic shear and the CMB, given the
agreement shown here between DES Y1, KiDS-450, and Planck.
With the next releases of DES, HSC, and KiDS weak lensing results
and CMB results from Planck, ⇤CDM will face a much stronger
test. These upcoming results will determine whether the current
agreement converges further, or whether we begin to see evidence
of new fundamental physics needed to describe the evolution of
the Universe from the surface of last scattering to the low redshifts
probed by weak lensing.

MNRAS 000, 1–7 (2018)
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Figure 8. Marginalized constraints on S8 at 68% CL from observations of cosmic shear, galaxy-galaxy lensing, and redshift-space multipole power spectra
for KiDS overlapping with 2dFLenS and BOSS. We show the constraints from external CMB and lensing analyses for comparison. We have excluded the
conservative sub-vector constraints on S8 for clarity, but note that they are in agreement with the fiducial constraints. The large-scale ⇠± constraint is from
Joudaki et al. (2017b). Numerical constraints are provided in Table D1.

eracy direction when including multipole power spectrum measure-
ments. This includes the log I diagnostic which is sensitive to the
full parameter space. Meanwhile, the constraints on S8 are more ro-
bust, as illustrated by the weak correlation of S8 with the shot noise
of each galaxy sample in Fig D3. We expect the constraints along
the lensing degeneracy direction to become increasingly insensitive
to the shot noise prior as the overlap increases for forthcoming data
releases of KiDS.

5.4.3 Intrinsic alignment amplitude

Our constraints on the IA amplitude improve only marginally com-
pared to {⇠±, �t} as expected (Fig. 6). Given fiducial data cuts,
AIA = 1.69+0.48

�0.48 which reflects a 3.5� preference for being
positive (an additional 0.2�), and with conservative cuts AIA =

1.42+0.50
�0.50 which reflects a 2.8� preference (an additional 0.1�).

As discussed in Section 6 (and shown in Joudaki et al. 2017b for
cosmic shear alone), the IA amplitude constraints are largely ro-
bust to the underlying cosmological model. However, we note that
the statistically significant deviation of the IA amplitude from zero
could partly be a reflection of unaccounted systematics (e.g. in the
photometric redshifts, see Appendix A in Joudaki et al. 2017b). In
Appendix B, we further present the extended constraints on the IA
redshift dependence ⌘IA, finding that it is consistent with zero fol-
lowing a 60% improvement in the bound relative to cosmic shear
alone.

5.4.4 Galaxy bias: 2dFLenS and BOSS

We show our constraints on the galaxy bias from the analysis of
the {⇠±, �t} and {⇠±, �t, P0/2} data combinations in Fig. B2, not-
ing an agreement between their respective constraints (albeit with
minor tendencies of tension in the 2dFHIZ bias). We find that the
galaxy biases of the different samples all peak around b ⇠ 2 as
expected (see e.g. Beutler et al. 2014; Gil-Marı́n et al. 2016; Blake
et al. 2016b), and in agreement between the fiducial and conserva-
tive data analyses. The constraints from {⇠±, P0/2} are moreover
similar to those from {⇠±, �t, P0/2}. Next, we therefore only quote
the galaxy bias constraints from the fully joint analysis.

Beginning with 2dFLenS, we constrain b2dFLOZ = 1.75+0.17
�0.27

for fiducial data cuts, and b2dFLOZ = 1.89+0.27
�0.37 with conserva-

tive cuts. Beyond the factor of 1.5 difference in constraining power
between the two cases, these constraints are factors of 2.5 and 1.9
stronger than the respective constraints from {⇠±, �t}. We more-
over constrain b2dFHIZ = {1.91+0.16

�0.30, 2.02
+0.25
�0.36} in the {fiducial,

conservative} analyses. These constraints are comparable to those
for 2dFLOZ, and stronger by factors of 2.6 and 2.3 relative to the
respective constraints from {⇠±, �t}.

Turning to BOSS, we constrain bLOWZ = 2.03+0.17
�0.31 for fidu-

cial data cuts, and bLOWZ = 2.15+0.29
�0.41 with conservative cuts,

corresponding to a factor of 1.5 difference in their relative con-
straining powers, and factors of 2.4 and 1.7 improvement relative
to the respective constraints from {⇠±, �t}. We moreover constrain

MNRAS 000, 000–000 (2017)
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Fig. 12.— Local measurements of H0 compared to values predicted by CMB data in

conjunction with ΛCDM. We show 4 SN Ia-independent values selected for comparison by

Planck Collaboration et al. (2014) and their average, the primary fit from R11, its reanalysis by

Efstathiou (2014) and the results presented here. The 3.0σ difference between Planck+ΛCDM and

our result motivates the exploration of extensions to ΛCDM.
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The road to Planck Legacy

• Main limitation of the 2015 release was the quality of the polarization 
data model, preventing us from using all of it at large and small scales 
• 2016 intermediate data analysis gave us insight on how to deal with the 

large scale residuals in HFI and improve tau constraints 
• Hivon et al (2017) proposed a model to account for beam leakage effects 

• 2018 release will be mainly about improving the polarisation data 
model 
• improved data analysis, better characterisation and modelling of 

polarisation data, better simulations for LFI & HFI 
• Improvements and more robustness at low-ell, high-ell and lensing



The road to Planck Legacy: 
Polarisation at high-ell
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,

�ĈXY
` =

ĈXY
`

Wpix
` WXY, XY

`

�CXY
` , (50)

after correction from the pixel and (scalar) beam window functions, and compares those to the QuickPol predictions

�eCXY
` =

Wpix
`

X

X0Y 0
WXY, X0Y 0
` CX0Y 0

`

Wpix
` WXY, XY

`

�CXY
` , (51)

for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,

�ĈXY
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after correction from the pixel and (scalar) beam window functions, and compares those to the QuickPol predictions
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for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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` , (50)

after correction from the pixel and (scalar) beam window functions, and compares those to the QuickPol predictions
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for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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ĈXY
`

Wpix
` WXY, XY

`

�CXY
` , (50)

after correction from the pixel and (scalar) beam window functions, and compares those to the QuickPol predictions

�eCXY
` =

Wpix
`

X

X0Y 0
WXY, X0Y 0
` CX0Y 0

`

Wpix
` WXY, XY

`

�CXY
` , (51)

for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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for all nine possible values of XY for the cross-spectra of detector sets 100ds1x217ds1 and 143ds1x217ds1. The results are actually
multiplied by the usual `(` + 1)/2⇡ factor, and smoothed on �` = 31. The empirical results are shown both for the full-fledged
beam model (green curves) and the purely co-polarized model (blue dashes). One sees that the change, mostly visible in the EE
case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.

6 TICRA: http://www.ticra.com.

10

E. Hivon, S. Mottet & N. Ponthieu: QuickPol

Fig. 5. Comparison to simulations for 100ds1x217ds1 (lhs panels) and 143ds1x217ds1 (rhs panels) cross power spectra, for com-
puter simulated beams. In each panel is shown the discrepancy between the actual `(` + 1)C`/2⇡ and the one in input, smoothed
on �` = 31. Results obtained on simulations with either the full beam model (green curves) or the co-polarized beam model (blue
dashes) are to be compared to QuickPol analytical results (red long dashes). In panels where it does not vanish, a small fraction of
the input power spectrum is also shown as black dots for comparison.

Planck 2013-VII 2014). Other sources of mismatch included their di↵erent noise levels and thus their respective statistical weight
on the maps, which could reach relative di↵erences of up to 80%, and the number of valid samples which could vary by up to
20% between detectors. As seen previously, these detector-specific features can be included in the QuickPol pipeline in order to
describe as closely as possible the actual instrument. In this section, we show how we actually did it and how QuickPol compares
to full-fledged simulations of Planck-HFI observations.

Noiseless simulations of Planck-HFI observations of a pure CMB sky were run for quadruplets of polarized detectors at three
di↵erent frequencies (100, 143, and 217GHz), and identified as 100ds1, 143ds1, and 217ds1 respectively. The input CMB power
spectrum CXY

` was assumed to contain no primordial tensorial modes, with the traditional CT B
` = CEB

` = 0 and CXY
` = CYX

` . The same
mission duration, pointing, polarization orientations (� j) and e�ciencies (⇢ j), flagged samples, and discarded pointing periods ( f j)
were used as in the actual observations, with computer simulated polarized optical beams for the relevant detectors produced with
the GRASP6 physical optics code (Rosset et al. 2007, and references therein) as illustrated on Fig. 4. Data streams were generated
with the LevelS simulation pipeline (Reinecke et al. 2006), using the Conviqt code (Prézeau & Reinecke 2010) to perform the
convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
set were produced with the Polkapix destriping code (Tristram et al. 2011), assuming the same noise-based relative weights (wj) as
the actual data, and their cross spectra were computed over the whole sky with HEALPix anafast routine to produce the empirical
power spectra ĈXY

` .
The same exercise was reproduced replacing the initial eI, eQ, eU beam maps with a purely co-polarized beam based on the same eI, in
order to test the validity of the co-polarized assumption in Planck.

Figure 5 shows how the empirical power spectra are di↵erent from the input ones,
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after correction from the pixel and (scalar) beam window functions, and compares those to the QuickPol predictions
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case, is very small, validating the co-polarized beam assumption, at least within the limits of this computer simulated Planck
optics. The QuickPol predictions, only shown in the co-polarized case for clarity (long red dashes), agree extremely well with the
corresponding numerical simulations. We have checked that this agreement to simulations remains true in the full beam model.
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convolution of the sky with the beams, including the b`s for |s|  smax = 14 and `  `max = 4800. Polarized maps of each detector
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�ĈXY
` =
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The road to Planck Legacy

Planck Legacy Cosmology is in general agreement with 
2015+2016 

• Main limitation of the 2015 release was the quality of the polarization 
data model, preventing us from using all of it at large and small scales 
• 2016 intermediate data analysis gave us insight on how to deal with the 

large scale residuals in HFI and improve tau constraints 
• Hivon et al (2017) proposed a model to account for beam leakage effects 

• 2018 release will be mainly about improving the polarisation data 
model 
• improved data analysis, better characterisation and modelling of 

polarisation data, better simulations for LFI & HFI 
• Improvements and more robustness at low-ell, high-ell and lensing



Summary

• 2015 release based mainly on TT (for the cosmological parameters) 
provides excellent agreement with LambdaCDM 

• Some tension with sigma8/OmegaM (cluster counting, lensing) 

• Some tension between the low-ell and high-ell part of the 
spectrum (1.8sigma) and feature that project toward extra 
smoothing of the peaks (2.2sigma) 

• Road to Legacy release 

• Improved low-ell HFI polarization (and expand on the LFI data, only 
2 survey used for 2015) 

• Improving the high-ell Polarization (beam leakages)


