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CAUSALITY

B (x) =
Z

dx0G(x ! x 0)A(x 0)

G(x ! x 0) = 0 , (x ! x 0)2 < 0

B (t) =
!

dt0 G(t � t 0)A(t 0)

G(t � t 0) = 0 , t < t 0

implies analyticity in Energy

relativistic version: 



DERIVATION OF SUM RULES FOR LIGHT-BY-LIGHT��
[ V.P. & VANDERHAEGHEN, PRL 105 (2010)  ]

M ! 1 ! 2 ! 3 ! 4 = ! ! µ 4
! 4

("q4) ! ! µ 3
! 3

("q3) ! µ 2
! 2

("q2) ! µ 1
! 1

("q1) M µ 1 µ 2 µ 3 µ 4

M µ 1 µ 2 µ 3 µ 4 = A(s) gµ 4 µ 2 gµ 3 µ 1 + B (s) gµ 4 µ 1 gµ 3 µ 2 + C(s) gµ 4 µ 3 gµ 2 µ 1 ,

M ++++ (s) = A(s) + C(s),

M + ! + ! (s) = A(s) + B (s),

M ++ !! (s) = B (s) + C(s).

Helicity AMPL . Feynman AMP L.

In the forward direction  (                                               ):

1) Crossing symmetry (1 <-> 3, 2 <-> 4):

M + ! + ! (s) = M ++++ (! s), M ++ !! (s) = M ++ !! (! s)

t = 0 , s = 4 ! 2, u = ! s.
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f (± ) (s) = M ++++ (s) ± M + ! + ! (s)

g(s) = M ++ !! (s)

Amplitudes with deÞnite parity under Crossing: 

2) Causality => Analyticity => dispersion relations: 

Re
!

f (± ) (s)
g(s)

"
=

1
!

! 

"!

ds#

s# ! s
Im

!
f (± ) (s#)
g(s#)

"
,

Im f (± ) (s) = !
s
8

[ ! 0(s) ± ! 2(s) ],

Im g(s) = !
s
8

[ ! || (s) ! ! ! (s) ].

3) Optical theorem (unitarity): 

Are circularly (linearly) polarized Photon-Photon Fusion cross-sections! 0,2(! || ,! )
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Sum rules:

Ref (+)(s) = !
1

2!

! 

0

ds" s"2 " (s")
s"2 ! s2

,

Ref (# )(s) = !
s

4!

! 

0

ds" s" ! " (s")
s"2 ! s2

,

Reg(s) = !
1

4!

! 

0

ds" s"2 " || (s") ! " $ (s")
s"2 ! s2

,

! = ( ! 0 + ! 2)/ 2 = ( ! || + ! ! )/ 2

Low-energy expansion

L EH = c1(Fµ ! F µ ! )2 + c2(Fµ ! ÷F µ! )2,4) ÒLow-energy TheoremÓ:

f (+) (s) = ! 2(c1 + c2)s2 + O(s4)

f ( ! ) (s) = O(s5)

g(s) = ! 2(c1 ! c2)s2 + O(s4)

! ! = ! 2 ! ! 0
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O(s1) : 0 =

!ö

0

ds
s

h
! 2(s) ! ! 0(s)

i
Gerasimov & Moulin (1976)!
Brodsky & Schmidt  (1995)

O(s2) : c1 =
1

8!

!ö

0

ds
s2 " || (s) ,

c2 =
1

8!

!ö

0

ds
s2 " " (s)

LECs are positive	

Photons attract!



GENERALIZATION TO VIRTUAL PHOTONS	

[ V.P., PAUK & VANDERHAEGHEN, PRD (2012)  ]

19

� � � � � ����

���

���

���

���

���

4 � !*H9 � "

7
#�

$ #4
�
��

$
%7

#�
$ #�

��
$

FIG. 7: Sum rule estimates for the form factor T (2)(Q2, 0)/T (2)(0, 0) with helicity ! = 2 for the tensor meson f 2(1270). Red

solid curve: sum rule estimate from Eq. (44), using the experimental input from the ! and ! ! FFs. Blue dashed curve: sum

rule estimate from Eq. (48), using the experimental input from the f 1(1285) and f 1(1420) FFs.

tions):

0 =

!ö

s0

ds
1

(s+ Q2
1)

[! 0 ! ! 2]Q2
2=0 ,

0 =

!ö

s0
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1
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"
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2=0

.

In these sum rules the ### fusion cross sections are for one (quasi-) real photon and a second virtual photon which

can have arbitrary (space-like) virtuality. The first of the sum rules generalizes the GDH sum rule for the helicity-

di! erence ## fusion cross section to the case of one real and one virtual photon. The two further sum rules are for

### fusion cross sections which involve longitudinal photon amplitudes.

We have shown that these sum rules are exactly verified for the tree level scalar and spinor QED cross sections.

Verifications beyond the tree-level in various field theories are underway [17].

We have performed a detailed quantitative study of the new sum rules for the case of the production of light

quark mesons as well as for the production of mesons in the charm quark sector. Using the empirical information in

evaluating the sum rules, we have found that the helicity-di! erence sum rule requires cancellations between di! erent

mesons, implying non-perturbative relations. For the light quark isovector mesons, the $0 contribution was found

to be compensated to around 70% by the contribution of the lowest lying isovector tensor meson a2(1320). For the

isoscalar light quark mesons, the %and %$ contributions were found to be entirely compensated within the experimental

accuracy by the two lowest-lying tensor mesons f 2(1270) and f $
2(1525). In the charm quark sector, the situation is

di! erent as it involves the narrow resonance contributions below DD̄ threshold, and the continuum contribution above

DD̄ threshold. For the narrow resonances, the %c was found to give by far the dominant contribution. When using a

duality estimate for the continuum contribution, we found that it entirely cancels the narrow resonance contributions,
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For explicit calculations in the center of mass system, 
we use the representation 

kl = (co, k), k2 = (co, - k), k3 = (co, k'), k4 = (co, - k'), 
(2) 

with k = (0, 0, co) and k ' =  (co sin 0, 0, co cos 0), where 
co and cos 0 are related to the Mandelstam variables as 

c o = @ ;  c o s 0 = l + 2 t .  (3) z s 

In the eo = 0 gauge, the polarization vectors ~ (ki, 2~) can 
be written as 

~(~) = (0, ei) (~), 

el 1) -- e(21) = e(~ 1) = e(41) = (0, 1, 0), 

- e(12) -- e(22) = (1, 0, 0), 

-- e(3 2) = e(4 2) = (cos O, O, -- sin 0). (4) 

e~ 1) and e} z) are the 3-vectors for perpendicular and paral- 
lel linear polarizations, respectively. The helicity eigen- 
vectors are expressed by 

e l -  + ) =  1 (el~) , f /  . _ eT)). (5) 

We used the mathematica package FeynArts [11] to cre- 
ate the Feynman graphs and their analytical expressions. 
Counting the three generations of fermions FeynArts cre- 
ated 216 graphs in the 't Hooft Feynman gauge. 

The bosonic diagrams have charged gauge bosons 
W -+ , unphysical Higgs ~0 + and ghosts u -+ as internal 
particles. The physical Higgs particle and the Z-boson do 
not appear as internal particles. 

In the fermionic case only boxes with four identical 
fermions occur. The six diagrams with electrons as inter- 
nal particles are the full set of QED graphs. These were 
calculated by de Tollis et al. [8, 9~. The remaining fer- 
mionic diagrams differ only in the masses and in the case 
of quarks in a global color factor. It is necessary to 
calculate only the QED graphs of Fig. 1. The other three 
graphs differ in the orientation of the fermion lines and 
give a factor 2 to the amplitude. 

Since there exist no charged physical scalar particles in 
the standard model there is no direct contribution like in 
scalar electrodynamics. However, the diagrams of the 
unphysical Higgs particle (p give Feynman diagrams 
which are equal to those of scalar QED. Therefore we 
calculate them separately (Fig. 2). 

The remaining diagrams (Fig. 3) are the boxes, tri- 
angles, and bubbles with W-bosons, Fadeev-Popov ghosts 
u -+ and unphysical charged Higgs particles. 

2.1 The scalar one-loop integrals 

Evaluation of the Feynman diagrams leads to the tensor 
one-loop integrals. Decomposing these tensor integrals 
into scalar integrals we can express our results by the three 
basic scalar one-loop integrals Bo, Co and Do [12] with 
identical masses. 

T T T T T 

T ~ T 

FiR. L The first three Q E D  graphs of photon-phmon scattering via 
four-fermion boxes, the remaining three differ in the orientation of 
the fermions and ~ve same result 

T ~0 T T T T T 

Fig. 2. The Feynman graphs with only scalar particles q~ as inner 
particles 

y y T 3' y T 

T W,u,tP T T T T u 

Fig. 3. The remaining graphs of photon-photon scattering 

We define the variables 

s t 
o" = ~5 + ie, "c = ~-~ + i~, (6) 

and the function 

p(x)=  1 - x / l + ~ l  + x / l + ~ -  ( ~ )  ~ - - - = . ,  Im(p) = - I m  . (7) 

Then the scalar 
defined by 

( 2 ~ p - ~  
Bo(p,m) - i~ 2 

two-point function Bo(p, m), which is 

d D q 
(q2 _ m z + ie)((q + p)2 _ m 2 + ir 

(8) 
has the explicit form 

B0 (a, m) = A + 2 - l n ~ -  + - p (o-) In p (or), (9) 

with 

2 
A - 4 ~  ~g + ln4n"  (10) 

As usual the principal branch of the logarithm is deter- 
mined such that the branch cut lies along the negative real 
axis. 

At low energies lal < 4 the function Bo(a, m) can be 
expanded in a power series in ~ [8] 

Bo(a,m) = A + 2  - l n ~  22 - z =2-,1 (-~n ~ "Z (2n - 2)'! ( 4 ) 4 +  ~.T( . (11) 

We will suppress the i~ in the following. 

Bšhm & Schuster, EPJC (1994)

V.Pauk (2011)

W +

W !

! µ !" (k1, p1, q) = ie{ (k1 + p1)" gµ ! + ( ! q ! p1)µ g!" + ( q ! k1)! gµ" }

! #$%(k2, p2, q) = ie{ (k2 + q)$ g#%+ ( p2 ! q)#g%$+ ( ! p2 ! k2)%g#$ }

! µ#!$ (k1, k2, p1, p2) = e2(g#! gµ$ + gµ! g#$ ! 2gµ#g!$ )

" "%(q) =
1

q2 ! m2

!
g"% !

q" q%

m2

"

#

&

! !
&(p)! $ !

& (p) = ! g!$ +
p! p$

m2

M 1 = ! !
1 (p1)"µ

1 (k1)! µ !" (k1, p1, q)" "%(q)! #$%(k2, p2, q)! $
2 (p2)"#

2 (k2)

M 2 = ! !
1 (p1)"µ

2 (k2)! µ !" (k2, p1, q")" "%(q")! #$%(k1, p2, q")! $
2 (p2)"#

2 (k1)

M 1 " M 2 k1 # k2, q = p1 ! k1 " q" = p1 ! k2

M 3 = ! !
1 (p1)"µ

1 (k1)! µ#!$ (k1, k2, p1, p2)! $
2 (p2)"#

2 (k2)

#0 =
4$%2

M 2s3

$

s(6M 4 + 11M 2s + 2s2)

%

1 !
4M 2

s
+ 8M 2(3M 4 + M 2s ! s2)ArcTanh

$ %

1 !
4M 2

s

&&

#2 =
4$%2

M 2s3

$

s(6M 4 ! 8M 2s + 2s2)

%

1 !
4M 2

s
+ 8M 2(3M 4 ! 4M 2s + s2)ArcTanh

$ %

1 !
4M 2

s

&&

" # =
4$%2

s

$
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%

1 !
4M 2

s
+ 8

!
2 !

5M 2

s

"
ArcTanh

$ %

1 !
4M 2

s

&&

#tot =
4$%2

M 2s3

$

s(12M 4 + 3M 2s + 4s2)

%

1 !
4M 2

s
! 24M 4(s ! 2M 2)ArcTanh

$ %

1 !
4M 2

s

&&

## =
2$%2

M 2s3

$

s(18M 4 + 3M 2s + 4s2)

%

1 !
4M 2

s
! 24M 4(s ! 3M 2)ArcTanh

$ %

1 !
4M 2

s

&&

#$ =
2$%2

M 2s3

$

s(6M 4 + 3M 2s + 4s2)

%

1 !
4M 2

s
! 24M 4(s ! M 2)ArcTanh

$ %

1 !
4M 2

s

&&

c1 =
29%2

160M 4

c2 =
27%2

160M 4

! µ !" (k1, p1, q) = ie{ (k1 + p1)" gµ ! + ( ! q ! p1)µ g!" + ( q ! k1)! gµ" }

! #$%(k2, p2, q) = ie{ (k2 + q)$ g#%+ ( p2 ! q)#g%$+ ( ! p2 ! k2)%g#$ }

! µ#!$ (k1, k2, p1, p2) = e2(g#! gµ$ + gµ! g#$ ! 2gµ#g!$ )

" "%(q) =
1

q2 ! m2

!
g"% !

q" q%

m2

"

#

&

! !
&(p)! $ !

& (p) = ! g!$ +
p! p$

m2
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1 (p1)"µ

1 (k1)! µ !" (k1, p1, q)" "%(q)! #$%(k2, p2, q)! $
2 (p2)"#

2 (k2)

M 2 = ! !
1 (p1)"µ

2 (k2)! µ !" (k2, p1, q")" "%(q")! #$%(k1, p2, q")! $
2 (p2)"#

2 (k1)

M 1 " M 2 k1 # k2, q = p1 ! k1 " q" = p1 ! k2

M 3 = ! !
1 (p1)"µ

1 (k1)! µ#!$ (k1, k2, p1, p2)! $
2 (p2)"#

2 (k2)

#0 =
4$%2

M 2s3

$

s(6M 4 + 11M 2s + 2s2)

%

1 !
4M 2
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+ 8M 2(3M 4 + M 2s ! s2)ArcTanh
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1 !
4M 2
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&&

#2 =
4$%2

M 2s3

$

s(6M 4 ! 8M 2s + 2s2)

%

1 !
4M 2

s
+ 8M 2(3M 4 ! 4M 2s + s2)ArcTanh
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1 !
4M 2

s

&&

" # =
4$%2

s

$

! 19

%

1 !
4M 2

s
+ 8

!
2 !

5M 2

s

"
ArcTanh

$ %

1 !
4M 2

s

&&

#tot =
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M 2s3

$

s(12M 4 + 3M 2s + 4s2)

%

1 !
4M 2

s
! 24M 4(s ! 2M 2)ArcTanh
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1 !
4M 2

s

&&

## =
2$%2

M 2s3

$

s(18M 4 + 3M 2s + 4s2)

%

1 !
4M 2

s
! 24M 4(s ! 3M 2)ArcTanh

$ %

1 !
4M 2

s

&&

#$ =
2$%2

M 2s3

$
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%

1 !
4M 2

s
! 24M 4(s ! M 2)ArcTanh

$ %

1 !
4M 2

s

&&

c1 =
29%2

160M 4
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27%2

160M 4

Integrate
Low-energy Expansion

Ghosts, Higgs Sector Unitarity, Causality
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2. One loop

We take one of the simplest examples: a self-interacting scalar Þeld! (x) with charge e and
massm as described by the following Lagrangian density,

L = ( D µ! )! Dµ! ! m2! ! ! +
"
4

(! ! ! )2 !
1
4

F µ! Fµ! , (2)

where " is the self-interaction coupling constant, while the covariant derivatives and electro-
magnetic Þeld-strength tensor are given as usual byDµ = #µ + ieAµ and Fµ! = #[µA! ].

It is quite easy now to compute the cross-section for$$ " !! ! to leading order in " and
the Þne-structure constant%= e2/ 4&. The result for the helicity di! erence cross-section is

" ' (s) = " ' (tree) (s) + %2"
2m2

&s
arctanhv ReF (s), (3)

where" ' (tree) is the tree-level cross section in scalar QED, the relative velocity

v =

!

1 !
4m2

s
, (4)

and the transition form factor F is given by the Passarino-Veltman integralC12 [10], or more
explicitly:

ReF (s) = Re C12(0, s,0, m2, m2, m2) =
1
2s

"
1 !

&2m2

2s
+

4m2

s
arctanh2v

#
, (5a)

Im F (s) = Im C12(0, s,0, m2, m2, m2) = ! ( (s ! 4m2)
2&m2

s2
arctanhv . (5b)

The tree-level cross section weighted with 1/s integrates to 0 by itself, and it can easily be
veriÞed that

"$

4m2

ds
ReF (s)

s2
arctanh) (s) = 0 . (6)

Hence, we have shown that the sum rule is obeyed at the one-loop level.

In going beyond one loop, and in fact beyond perturbation theory, one often relies on a linear
integral equation of Lippmann-Schwinger type. In our Þeld-theoretic case we are to consider
the Bethe-Salpeter equation for the!! elastic scattering amplitude:

T = V + V G T (7)

whereV is the potential consisting of all the two-particle-irreducible andG is the two-particle
propagator. This equation as it is has the whole complexity of the non-perturbative quantum
Þeld theory and to make it tractable one resorts to truncations. A popular method is treat the
potential perturbatively. For example in ! 4 theory the leading-order potential is simply given
by " , and the scattering amplitude is then given by theÒbubble-chain sumÓ (see Fig. 1):

T =
1

" # 1 ! 1
(4" )2 B (s)

, (8)

where B(s) # B0(s, m2, m2) is another Passarino-Veltman integral [10] given explicitly in
Eq. (12). In the next section we are going to see if this way of going beyond perturbation
theory is compatible with the sum rule and thus with the general principles such as causality
which the sum rule is based on.

2

V = !

3.6 Bound states, resonances and tachyons inO(N ) models 19

3.6 Bound states, resonances and tachyons in O(N ) models

L I = !
!
4

(" a" a)2 (3-66)

The Feynman amplitude of elastic"" scattering in the large-N limit is equal to the bubble
sum:

M = ! ! 0 + ! 2
0 G(s) ! ! 3

0 G2(s) + . . . = !
1

! ! 1
0 + G(s)

(3-67)

where ! 0 is the bare coupling constant and

G(s) = ! i
!

d4#
(2$)4

1
[(p + #)2 ! m2] (#2 ! m2)

(3-68)

with p2 = s. Using the dimensional regularisation,

G(s) = ! iµ 2!
!

d4! 2! #
(2$)4! 2!

1
[(p + #)2 ! m2 + i0+ ] (#2 ! m2 + i0+ )

= !
1

(4$)2

"
L ! +

! 1

0
dx log

m2 ! x(1 ! x)s ! i0+

µ2

#
(3-69)

= !
1

(4$)2

$

%L ! + log
m2

µ2 ! 2 + 2

&
4m2

s
! 1 arctan

1
'

4m2

s ! 1

(

) (3-70)

where L ! = ! 1/ %+ &E ! ln 4$, &E = ! ! "(1) " 0.5772.
In the following we work in terms of a Passarino-Veltman integral deÞned as

B0(s) # B0(s, m2, m2) =
(2$µ)2!

i$2

!
d4! 2! #

1
[(p + #)2 ! m2] (#2 ! m2)

= (4 $)2 G(s) (3-71)

= ! L ! (µ2) + 2 ! 2v arctanh
1
v

, (3-72)

where µ is the dimreg scale andL ! (µ2) = ! 1/ %+ &E + log( m2/ 4$µ2) is the corresponding
dimreg factor. The relative velocity v deÞned as:

v =
|k |
E

=
2|k|
$

s
=

&

1 !
4m2

s
(3-73)

The Feynman amplitude then reads

M = !
(4$)2

(4$)2! ! 1
0 + B0(s)

. (3-74)

DeÞning a renormalised coupling as

(4$)2! ! 1(µ2) = (4 $)2! ! 1
0 ! L ! (µ2) + 2 , (3-75)

T(s) =
1

! ! 1 ! G(s)
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3.6 Bound states, resonances and tachyons in O(N ) models

L I = !
!
4

(" a" a)2 (3-66)

The Feynman amplitude of elastic"" scattering in the large-N limit is equal to the bubble
sum:

M = ! ! 0 + ! 2
0 G(s) ! ! 3

0 G2(s) + . . . = !
1

! ! 1
0 + G(s)

(3-67)

where ! 0 is the bare coupling constant and

G(s) = ! i
!

d4#
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!

d4! 2! #
(2$)4! 2!

1
[(p + #)2 ! m2 + i0+ ] (#2 ! m2 + i0+ )

= !
1

(4$)2

"
L ! +

! 1

0
dx log
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µ2

#
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1
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$

%L ! + log
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&
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1
'
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(2$µ)2!

i$2
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d4! 2! #

1
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1
v
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where µ is the dimreg scale andL ! (µ2) = ! 1/ %+ &E + log( m2/ 4$µ2) is the corresponding
dimreg factor. The relative velocity v deÞned as:

v =
|k |
E

=
2|k|
$

s
=

&

1 !
4m2

s
(3-73)

The Feynman amplitude then reads

M = !
(4$)2

(4$)2! ! 1
0 + B0(s)

. (3-74)

DeÞning a renormalised coupling as

(4$)2! ! 1(µ2) = (4 $)2! ! 1
0 ! L ! (µ2) + 2 , (3-75)

!"##$%&'()*+,-"./

where we also introduced the rescaled quantity (with tilde) in order to absorb factors (4! )2 in the
following. Within the perturbation theory, the counterterm deÞned by this renormalization equation
is a power series of the renormalized coupling constant" which regularizes the amplitude at each
order of perturbative expansion :

" 0 = " (µ2)
!
1 + "

L#(µ2) ! 2
(4! )2

+ ...
"
. (13)

Using such renormalization, we will then use in the following the renormalized one-loop four-
point function :

÷B(s) = i!$ (s)%(s! 4m2) ! $(s) ln
1 + $(s)
1 ! $(s)

, (14)

where we also have absorbed a factor (4! )2 in its deÞnition. We show the real and imaginary parts of
the renormalized function÷B(s) versuss in Fig. 3. We notice that our choice of the renormalization
point is conveniently chosen so as to yield at threshold :÷B(s = 4m2) = 0.

Figure 3: Real and imaginary part of the renormalized one-loop correction to the four-point function of Eq. (14) depending
on s.

The interference of two chain diagrams with total number of (n ! 1) bubble loops gives rise to
a cross-section correction of the orderO(" n). For the helicity-di! erence cross-section, which in the
given case is equal to the helicity-0 cross section we obtain :

" &(n)(s) = ' 2" n!$ (s)

#
$$%
$$&( (s)Re

'
÷F(s) ÷Bn! 1(s)

(
+

s
4

| ÷F(s)|2
n! 2)

i=0

÷Bi(s)
'
÷Bn! 2! i(s)

("
*
$$+
$$, , (15)

where we used the notation

( (s) =
4m2

s$(s)
ln

1 + $(s)
1 ! $(s)

. (16)

One can check explicitly that the expression of Eq. (15) satisÞes the helicity-di! erence sum rule
exactly in each order of perturbation theory, i.e.

4

ReG(s)

Im G(s)

4m2

! > 0 : no poles

! < 0 : one pole and one K-matrix pole

20 3. Light-by-light scattering

we can write:

M = !
(4! )2

(4! )2" ! 1 + B 0(s)
, (3-76)

with now the subtracted loop function:

B 0(s) = ! 2v arctanh
1
v

. (3-77)

The elastic scattering amplitude is expressed through a real phase shift#(s) as:

T(s) = ei ! (s) sin#(s) (3-78)

or through the K-matrix amplitude K = tan #(s) as:

T(s) =
1

K ! 1(s) ! i
(3-79)

Since the imaginary part of the loop function is

Im B 0(s) = ! v $(v2) (3-80)

for s " 4m2 we can deÞne the elastic amplitude:

T(s) =
v

16!
M =

!
!

16!
" v

+
2
!

arctanh v ! i
" ! 1

, (3-81)

and hence
K ! 1(v) = !

16!
" v

+
2
!

arctanh v (3-82)

It is useful to see the low-momentum expansion of this amplitude, i.e.,

|k |K ! 1(v) = !
16! m

"
+

!
1
!

!
4!
"

"
2|k |2

m
+ O(|k |4) (3-83)

From the deÞnition of the e! ective-range expansion:

|k | cot # = !
1
a

+
1
2

r |k |2 + O(|k |4) (3-84)

we identify the scattering length and the e! ective range:

a =
"

16! m
, (3-85)

r =
4

! m

!
1 !

4! 2

"

"
(3-86)

Note that in for the above convention, a positive scattering length (a > 0) implies repulsion
while a negative one (a < 0) implies attraction. Then the relation a # " is consistent with
the sign of " in the above Lagrangian, where the sign of the e! ective potential coincides with

0

s
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2. One loop

We take one of the simplest examples: a self-interacting scalar Þeld! (x) with charge e and
massm as described by the following Lagrangian density,

L = ( D µ! )! Dµ! ! m2! ! ! +
"
4

(! ! ! )2 !
1
4

F µ! Fµ! , (2)

where " is the self-interaction coupling constant, while the covariant derivatives and electro-
magnetic Þeld-strength tensor are given as usual byDµ = #µ + ieAµ and Fµ! = #[µA! ].

It is quite easy now to compute the cross-section for$$ " !! ! to leading order in " and
the Þne-structure constant%= e2/ 4&. The result for the helicity di! erence cross-section is

" ' (s) = " ' (tree) (s) + %2"
2m2

&s
arctanhv ReF (s), (3)

where" ' (tree) is the tree-level cross section in scalar QED, the relative velocity

v =

!

1 !
4m2

s
, (4)

and the transition form factor F is given by the Passarino-Veltman integralC12 [10], or more
explicitly:

ReF (s) = Re C12(0, s,0, m2, m2, m2) =
1
2s

"
1 !

&2m2

2s
+

4m2

s
arctanh2v

#
, (5a)

Im F (s) = Im C12(0, s,0, m2, m2, m2) = ! ( (s ! 4m2)
2&m2

s2
arctanhv . (5b)

The tree-level cross section weighted with 1/s integrates to 0 by itself, and it can easily be
veriÞed that

"$

4m2

ds
ReF (s)

s2
arctanh) (s) = 0 . (6)

Hence, we have shown that the sum rule is obeyed at the one-loop level.

In going beyond one loop, and in fact beyond perturbation theory, one often relies on a linear
integral equation of Lippmann-Schwinger type. In our Þeld-theoretic case we are to consider
the Bethe-Salpeter equation for the!! elastic scattering amplitude:

T = V + V G T (7)

whereV is the potential consisting of all the two-particle-irreducible andG is the two-particle
propagator. This equation as it is has the whole complexity of the non-perturbative quantum
Þeld theory and to make it tractable one resorts to truncations. A popular method is treat the
potential perturbatively. For example in ! 4 theory the leading-order potential is simply given
by " , and the scattering amplitude is then given by theÒbubble-chain sumÓ (see Fig. 1):

T =
1

" # 1 ! 1
(4" )2 B (s)

, (8)

where B(s) # B0(s, m2, m2) is another Passarino-Veltman integral [10] given explicitly in
Eq. (12). In the next section we are going to see if this way of going beyond perturbation
theory is compatible with the sum rule and thus with the general principles such as causality
which the sum rule is based on.
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Abstract

We present a stringer causality criterion for relativistic scattering and bound state solutions. The
criterion is based on a sum rule for the forward light-by-light scattering and examined here on a
simple example of!" 4 theory. We show that for a range of coupling! the sum rule is violated unless
one includes the channel for production of the bound state appearing dynamically inS-matrix for
elastic scattering. Still, for some range of! the bound state is a tachyon indicating causality violation.
The bound state appearance, independently of whether it is a tachyon or not, is complemented in this
theory with an appearance of aK-matrix pole above the elastic scattering threshold. We show that
this pole has no correspondingS-matrix pole anywhere in the complex energy plane, and as such it
does not a! ect the validity of the sum rule, and needs not to be included as an asymptotic state. We
discuss the relevance of these results to physical systems.

Keywords:

1. Motivation

Studies of causality bounds for low-energy scattering go back to Wigner [1] but have been inten-
sifying recently in connection to the few-nucleon and cold-atom systems, see e.g. [2, 3, 4, 5]. In this
letter we formulate a stringent causality criterion which goes beyond low-energy scattering and and
study how it works on example of" 4 theory.

The criterion is based on the Gerasimov-Drell-Hearn type of sum rule for the two-photon (##)
system [6, 7, 8]:

!!

s0

ds
" $ (s)

s
= 0, (1)

where" $(s) = $ 0(s)" $ 2(s) is the total helicity-di! erence cross section of two-photon fusion process
## # X, with the Mandelstam variables = (q1 + q2)2, whereq1 andq2 are the colliding photon four-
momenta, ands0 is the lowest production threshold of the process. This sum rule is a consequence
of such general principles as analyticity and unitarity, see [9] for derivation, generalisation to virtual
photons,q1,2 ! 0, and for the other sum rules for the## system.

While this sum rule was veriÞed at tree-level QED [8, 9], it has not been tried in quantum Þeld
theory beyond the tree level. In what follows we compute this sum rule in a simple quantum Þeld
theory at one-loop level (Sect. 2) and beyond one loop in the Òbubble-chainÓ approximation (Sect. 3).
The results are discussed in Sect. 4, and an outlook is given in Sect.??.
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modiÞcation of our theory is quite legitimate since we are free to add to our cross section
a function whose perturbative expansion in! vanishes. We can deÞne the amplitude of the
"" -production of this new state as

Mb(s) =
#
2

s F(s)
!

B !(µ2)
. (18)

Corresponding Feynman diagram is shown in Fig.6.

Figure 6: The amplitude of the bound state production.

One can easily obtain this formula by calculating the residue of Eq.(13) in the pole position.
It is important to note that this singularity is not described by perturbation theory being
essentially of non-perturbative nature and reßecting non-linear features of our approximation.

If we include this channel in the sum rule we can see that the contribution of the single
particle production entirely cancels the contribution of (12), thus the causality is restored in
this region of ! .

""

4m2

! $(s)
s

ds +
%
µ4

M 2
b (µ2) = 0 (19)

As we already mentioned since above the threshold imaginary part ofB(s) is not zero for
all complexs the amplitude (13) does not possess aS-matrix pole for s > 4m2. The resonance
emerging above the threshold corresponds to a pole ofK -matrix.

The K -matrix formalism is widely used for a description of two-body process. TheK -matrix
operator is deÞned by

K # 1 = T# 1 + iI, (20)

whereT is a transition operator andI is the identity operator. One can introduce a phase shift
&and deÞne the transition operator in terms of this quantity

T = ei ! sin&. (21)

Then the K -matrix for this case is simply

K = tan &. (22)

Therefore, a pole ofK -matrix is associated with&= %/ 2 and in our case is deÞned by Eq.(16).

as we can see from the plot in Fig.(7) the phase shift crosses the value of90$ which corre-
sponds to

Region III. Ground state, tachyon

If we move to the region of large values of coupling constant the bound state pole mass
changes from the value4m2 to 0. At the value of ! # 1 = 0 the pole crosses the points = 0

7

small massm) approximated by :

!!

1

! n (ln s)n" 1

s2
ds = ! n(n " 1)! . (19)

As a result, the series

I(! ) #
!"

n=0

I(n)(! ) =
!"

n=0

!!

s0

! " (n)(s)
s

ds, (20)

is non-Borel-summable and the I(! ) cannot be uniquely deÞned by the expansion in! that we calculate
by Feynman diagrams. One still has the freedom to add a function in! whose perturbative expansion
vanishes. Thus we do not have reasons to expect that the sum rule integral will vanish for the cross-
section

! " (s) =
!"

n=0

! " (n)(s) = #$2%(s)

#
$$%
$$&&(s)Re

' ÷F(s)
÷! " 1 " ÷B(s)

(
+

s
4

))))))
÷F(s)

÷! " 1 " ÷B(s)

))))))

2
*
$$+
$$, , (21)

which can be easily obtained by a formal resummation of the geometric series of corrections given
by Eq. (15) in terms of the renormalized coupling of Eq. (12). In Fig. 5 we show the dependence
of the sum rule integral for the cross section of Eq. (21) on the value of÷! . We can indeed see from
Fig. 5 that the sum rule is only valid for positive values of÷! (denoted by region I), bus is violated
for negative values of÷l (regions II and III on Fig. 5). This is a direct consequence of the divergence
of the perturbation series related with the asymptotical behavior, and the vacuum stability of the
approximation, as will be discussed below. In order to preserve validity of the sum rules we need to
Þnd a way to evaluate the cross section correctly. We will discuss the physical situation for the three
regions of÷! in the following.
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Figure 5: The dependence on the inverse coupling÷! " 1 of the sum rule integral for the helicity di" erence cross section of
the'' $ X process.

3.1. Region I : convergent perturbative expansion

Though the sum of Eq. (20) is formally undetermined, we can still use a naive resummation at
least in the region of positive÷! , as one can see from Fig. 5. For÷! " 1 > 0 (region I) the series is
alternating-sign, since÷B(s) < 0. Indeed, since the function÷B(s) is negative for all complex values

6
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4. Causality bounds on e ! ective-range parameters

Consider the elastic!! scattering in ! 4 theory. In the bubble-chain approximation there is
only the S-wave scattering. The (dimensionless) elastic scattering amplitudef (s) is expressed
through a real phase shift" (s) as:

f (s) = ei! (s) sin" (s) (23)

or through the K-matrix amplitude K (s) ! tan " (s) as:

f (s) =
1

K ! 1(s) " i
(24)

Since the imaginary part of the loop function is

Im B(s) = #v $(s " 4m2) (25)

for s # 4m2 the elastic amplitude is:

f (s) = #v
1

÷%! 1 " ÷B(s)
=

!
1

÷%#v
+

2
#

arctanhv " i
" ! 1

, (26)

and hence
K ! 1(s) =

1
÷%#v

+
2
#

arctanhv. (27)

In Fig. 6 we show plots of the phase shift for di! erent values of the coupling constant. Note
that for negative ÷%the phase-shift starts from# which indicates the presence of one bound
state. Also for negative÷%the phase shift crosses#/ 2 at s > 4m2 satisfying the following
equation:

÷%! 1 = ReB(s). (28)

This is also the location of theK -matrix pole. Usually this behaviour is attributed to a
resonance, however as argued in the previous section there is noS-matrix pole associated with
this K -matrix pole, and hence this is not a resonance.

Consider now the e! ective-range expansion deÞned as:

|k| cot " (s) = "
1
a

+
1
2

"#

n=1

(" 1)n+1 rn|k|2n (29)

where|k| = 1
2v

$
s is the absolute value of the relative momentum in the center-of-mass reference

frame, a is the scattering length, andrn are the e! ective-range parameters. In our example
this expansion take the form:

|k| cot " (s) =
m
÷%#

+
!

1 +
1

4÷%

"
2|k|2

#m
+ O(|k|4), (30)

We note that for "% < ÷%! 1 < " 4 the e! ective ranger1 becomes negative. Considering the
higher-order e! ective range parameters, we Þnd that they may become negative for values of
÷%! 1 above" 4. In general, the coe" cient of q2n term is negative for

"% < ÷%! 1 < " (4n)/ (2n " 1) (31)

5
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r n ! 0

small massm) approximated by :

!!

1

! n (ln s)n" 1

s2
ds = ! n(n " 1)! . (19)

As a result, the series

I(! ) #
!"

n=0

I(n)(! ) =
!"

n=0

!!

s0

! " (n)(s)
s

ds, (20)

is non-Borel-summable and the I(! ) cannot be uniquely deÞned by the expansion in! that we calculate
by Feynman diagrams. One still has the freedom to add a function in! whose perturbative expansion
vanishes. Thus we do not have reasons to expect that the sum rule integral will vanish for the cross-
section

! " (s) =
!"

n=0

! " (n)(s) = #$2%(s)

#
$$%
$$&&(s)Re

' ÷F(s)
÷! " 1 " ÷B(s)

(
+

s
4

))))))
÷F(s)

÷! " 1 " ÷B(s)

))))))

2
*
$$+
$$, , (21)

which can be easily obtained by a formal resummation of the geometric series of corrections given
by Eq. (15) in terms of the renormalized coupling of Eq. (12). In Fig. 5 we show the dependence
of the sum rule integral for the cross section of Eq. (21) on the value of÷! . We can indeed see from
Fig. 5 that the sum rule is only valid for positive values of÷! (denoted by region I), bus is violated
for negative values of÷l (regions II and III on Fig. 5). This is a direct consequence of the divergence
of the perturbation series related with the asymptotical behavior, and the vacuum stability of the
approximation, as will be discussed below. In order to preserve validity of the sum rules we need to
Þnd a way to evaluate the cross section correctly. We will discuss the physical situation for the three
regions of÷! in the following.
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Figure 5: The dependence on the inverse coupling÷! " 1 of the sum rule integral for the helicity di" erence cross section of
the'' $ X process.

3.1. Region I : convergent perturbative expansion

Though the sum of Eq. (20) is formally undetermined, we can still use a naive resummation at
least in the region of positive÷! , as one can see from Fig. 5. For÷! " 1 > 0 (region I) the series is
alternating-sign, since÷B(s) < 0. Indeed, since the function÷B(s) is negative for all complex values
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and hence
K! 1(s) =

1
÷!"# (s)

+
2
"

arctanh#(s). (35)

In the scattering region, we show plots of the phase shift for di! erent values of the coupling con-
stant in Fig. 7. The K-matrix pole appears where the scattering amplitude becomes purely imaginary,
shown by the horizontal line on Fig.(7).
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Figure 7: Phase shift for di! erent values of÷! .

The low-momentum expansion of the K-matrix amplitude is given by :

|q|K! 1(s) =
m
÷!"

+
!
1 +

1

4÷!

"
2|q|2

" m
+ O(|q|4), (36)

where ÑqÑ is the absolute value of the 3-momentum of the colliding photons in the center-of-mass
reference frame. The Þrst term in this expansion allows to read o! the inverse of the scattering
length, whereas the other terms give the e! ective range parameters. For a physical scattering process,
the e! ective range parameter should be positive. Notice that for!" < ÷! ! 1 < ! 4 the lowest-order
e! ective range becomes negative. Considering the higher-order e! ective range parameters, we Þnd
that they can be negative for value of÷! ! 1 even above! 4. In general, the coe" cient of q2n term is
negative for

!" < ÷! ! 1 < ! (4n)/ (2n ! 1) (37)

Thus looking at the casen # " , we conclude that the range of÷! where at least some e! ective-range
parameters become negative spans

!" < ÷! ! 1 < ! 2. (38)

This inequality precisely coincides with the region III on Fig. 5, where our approximation is incon-
sistent, as will be discussed in the following.

3.3. Region III : Ground state instability and tachyonic solution

If ÷! ! 1 becomes smaller than! 2 (corresponding with region III on Fig. 5), the binding energy of
the bound state exceeds 2m, and the pole crosses the points = 0, moving into the unphysical region
s < 0, and producing a tachyonic solution (a pole with negative invariant mass). The occurrence of
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Fig 3. The phase shifts! in the 1S0 channel, and! 0, "1, and ! 2 in the 3S1 ! 3D1 coupled
channels, plotted in degrees versus center of mass momentump. The dot-dashed line rep-
resents the leadingp! 1 order calculation for ! and ! 0; at this order one Þnds"1 = ! 2 = 0.
The dashed lines are the results from the orderp0 calculation. Solid lines are results from
the Nijmegen partial wave analysis of scattering data [17].The Þts involve three parameters
in the 1S0 channel and three parameters in the3S1 ! 3D1 coupled channels.

However, forp > 100 MeV the magnitude of the ratioA 0/ A ! 1 is greater than" 0.5 and it
is di! cult to justify the approximations we have made, e.g. neglecting terms suppressed by
(A 0/ A ! 1)2.

We have performed a similar analysis in the coupled3S1 ! 3D1 NN scattering channels.
In this channel the amplitudeA is a 2# 2 matrix with elements A L,L ! . The S-matrix in this
channel is usually expressed in terms of two phase shifts,! 0, ! 2 and a mixing angle"1,

S ! 1 = i
pM
2#

A =

!
e2i ! 0 cos 2"1 ! 1 iei (! 0+ ! 2 ) sin 2"1

iei (! 0 + ! 2 ) sin 2"1 e2i ! 2 cos 2"1 ! 1

"

(22)

The scattering length is large in the3S1 channel (a = 5.423± 0.005 fm) and the power
counting is analogous to that of the1S0 channel. At leading order,p! 1, A is expressed
in terms of a single parameter that is a linear combination ofcoe! cients of four-nucleon
operators with no derivatives. ThusA 02 = A 20 = A 22 = 0, which implies that "1 = ! 2 = 0.
At next order, p0, there are two new parameters analogous toC2 and D2 that occur in the
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Let us now consider how the Brodsky-Schmidt sum
rule works in QED in the case of one space-like virtual
photon (q2 < 0). At leading order in ! only the tree-level
fermion-pair production ( " ! " ! f øf ) contributes to ! #,
see Fig. 2. The expressions for the corresponding helicity
di" erence cross-section exists in the literature1 [3]:

! #( ! ! ! " f øf ) (s, q2, 0) =
8$! 2

(s " q2)2 %(s " 4m2)

#

!

" (3s + q2)

"

1 "
4m2

s
(16)

+ 2( s + q2) arctanh

"

1 "
4m2

s

#

.

In Fig. 3 we plot this cross section as a function of energy,
for three di" erent valuesq2. One sees that in all cases the
low- and high-energy contributions cancel. The result

#ö

4m 2

ds
! #(! ! ! " f øf ) (s, q2, 0)

s " q2 = 0 (17)

is easily veriÞed for anyq2 < 4m2.
While the role of the sum rules in QED becomes fairly

clear in these perturbative calculations, in Quantum
Chromo-Dynamics (QCD) this is not so. We can, how-
ever, gain a valuable insight into the nature of hadrons
by looking at their individual contributions to the "" !
hadrons cross-sections. The unpolarized cross sections
for have been studied extensively at di" erent e+ e$ col-
liders, see Ref. [5] for a review. The dominant features of
the "" to multihadron production channels comes Þrstly
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! 1
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1

ln s!m2

"m
!"

#2
#$

$s
,q

2 %

q2 ! 2m2

q2 ! ! 2m2

q2 ! 0

FIG. 3: Helicity-di ! erence cross section of! ! ! ! f øf in QED
at leading order, for di ! erent photon virtualities.

1 We only reinstall a missing overall factor of 2. Note also tha t in
the notation of [3], ! ! = ! " a

T T .

from the Born terms in the $+ $$ (and K + K $ ) channels.
These contributions are given by Eq. (16) and hence each
separately satisÞes the superconvergent sum rule (14b).

The high energy behavior of ! # is determined by a
t-channel exchange of unnatural parity and is expected
from Regge theory - in the absence of Þxed pole singulari-
ties - to drop as 1/ & or faster [6], leading to a high-energy
behavior of the integral in Eq. (14b) as 1/ &2 or faster.
We can therefore expect that the sum rule of Eq. (14b)
for real photons is largely dominated by the resonance
region.

In the resonance region, the dominant contribution to
the sum rule comes from the"" ! M production, with
M being a meson. As two real photons do not couple
to a J P = 1 $ or 1+ meson due to the Landau-Yang
theorem, one expects the dominant contribution to come
from scalar, pseudoscalar, and tensor mesons. One can
express the"" ! M cross section for a meson with spin
J , massmM , and total width #tot , using a Breit-Wigner
parameterization in terms of the decay width, #(! )

!! , of
the meson into two photon of total helicity $ = 0 , 2, as

#!! " M
! (s) = (2 J + 1) 16$

#(! )
!! #tot

(s " m2
M )2 + #2

tot m2
M

$ (2J + 1)16$2 #(! )
!!

mM
' (s " m2

M ), (18)

where the last line is obtained in the narrow resonance
approximation. For the pseudoscalar mesons, which can
only contribute to the helicity-zero cross section, the nar-
row resonance approximation is very accurate and al-
lows to quantify their contribution as shown in Table I.
For the pion, this value is entirely driven by the chiral
anomaly, which allows to express the$0 contribution to
the sum rule as " ! 2/ (4$f 2

" ), with f " = 92.4 MeV the
pion decay constant.

mM " !!
«

ds # " /s
[MeV] [keV] [nb]

#0 134.98 (7.8 ± 0.6) " 10" 3 # 195.0 ± 15.0

$ 547.85 0.51 ± 0.03 # 190.7 ± 11.2
$# 957.66 4.30 ± 0.15 # 301.0 ± 10.5

Sum $, $# # 492± 22

TABLE I: Sum rule contribution of the lowest pseudoscalar
mesons (last column). The experimental values of meson
masses,mM , and 2! decay widths, " !! , are from Ref. [7].

To compensate the large negative contribution to the
sum rule from pseudoscalar mesons, one needs to have
an equivalent strength in the helicity-two cross section,
#2. The dominant feature of the helicity-two cross sec-
tion in the resonance region arises from the multiplet of
tensor mesonsf 2(1270), a2(1320), and f %

2(1525). Mea-
surements at variouse+ e$ colliders, notably recent high
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statistics measurements by the BELLE Collaboration of
the !! cross sections to" + " ! [14], " 0" 0 [15], #" 0 [16],
and K + K ! [17] channels have allowed to accurately con-
Þrm their parameters. As these tensor mesons were also
found to be relatively well described by Breit-Wigner
resonances, we use Eq. (18) to provide a Þrst estimate
of their contribution to the sum rule. We show the re-
sults in Table II, both in the narrow width approxima-
tion and using a Breit-Wigner shape, assuming that the
tensor mesons pre-dominantly contribute to$2, in good
agreement with the experimental analyses of decay an-
gular distributions, see Refs. [14Ð17]. By comparing Ta-
bles I and II, it is interesting to notice that the con-
tribution to the sum rule of the lowest isovector tensor
meson composed of light quarks,a2(1320), compensates
to around 70 % the contribution of the " 0, which is en-
tirely governed by the chiral anomaly. For the isoscalar
states composed of light quarks, the cancellation is even
more remarkable, as the sum off 2(1270) and f "

2(1525),
within the experimental accuracy, entirely compensates
the combined contribution of the # and #" mesons.

mM ! !!
«

ds " ! /s
«

ds " ! /s
narrow res. Breit-Wigner

[MeV] [keV] [nb] [nb]

a2(1320) 1318.3 1.00 ± 0.06 134± 8 137± 8

f 2(1270) 1275.1 3.03 ± 0.35 448± 52 479± 56
f !

2(1525) 1525 0.081± 0.009 7 ± 1 7 ± 1

Sum f 2, f !
2 455± 53 486± 57

TABLE II: Sum rule contribution of the lowest tensor mesons.
We show both results in the narrow resonance approximation
(4th column) and using a Breit-Wigner parameterization (la st
column). The experimental values of meson masses,mM , and
2" decay widths, ! !! , are from Ref. [7].

Besides the tensor mesons, the subdominant resonance
contributions to the !! total cross section arise from the
scalar mesonsf 0/ $(600), f 0(980), and a0(980). A reli-
able estimate of the scalar mesons requires an amplitude
analysis of the partial channels, see e.g. the recent work
of Ref. [18]. A future study could reliably estimate the
scalar meson helicity-zero contribution to the sum rule,
and to further elaborate the remarkable cancellation be-
tween the tensor mesons and the pseudoscalar and scalar
meson contributions in the sum rule of Eq. (14b). Inter-
estingly, when going to the charm sector, the sum rule
implies a cancellation between the#c meson, whose con-
tributions amounts to about ! 15.5 nb, and scalar and
tensor cøc states.

Although the above analysis relies on a separation of
the helicity zero and two !! cross sections using angular
distributions of the decay products, to model indepen-
dently disentangle $0 and $2 and to test the sum rule di-
rectly in experiment, calls for the need of polarizede+ e!

colliders.
We conclude with a look at the sum rule (14c), which

arises at the 2nd order in expansion ins. It relates
the sum of the constantsc1 and c2 which determine the
strength of the low-energy photon self-interaction, to an
integral of the total inclusive cross-section. It is the ana-
log of the Baldin sum rule for the sum of electric and
magnetic polarizabilities [19]. To verify it in QED we
recall that, to leading order in %, all the ingredients are
well known: c1 = 1/ 90 %2m! 4, c2 = 7/ 360 %2m! 4, while

$(! ! ! # f øf ) (s) =
4"%2

s

!

!
"

1 +
4m2

s

#$

1 !
4m2

s

+ 2
"

1 +
4m2

s
!

8m4

s2

#
arctanh

$

1 !
4m2

s

%

. (19)

On the other hand, by using the experimental unpolar-
ized !! cross-sections it is possible to determine various
contributions to c1 + c2. We leave such an analysis for a
near future work.
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cancellation of (pseudo)scalar and tensor meson contributions
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Let us now consider how the Brodsky-Schmidt sum
rule works in QED in the case of one space-like virtual
photon (q2 < 0). At leading order in ! only the tree-level
fermion-pair production ( " ! " ! f øf ) contributes to ! #,
see Fig. 2. The expressions for the corresponding helicity
di" erence cross-section exists in the literature1 [3]:

! #( ! ! ! " f øf ) (s, q2, 0) =
8$! 2

(s " q2)2 %(s " 4m2)

#

!

" (3s + q2)

"

1 "
4m2

s
(16)

+ 2( s + q2) arctanh

"

1 "
4m2

s

#

.

In Fig. 3 we plot this cross section as a function of energy,
for three di" erent valuesq2. One sees that in all cases the
low- and high-energy contributions cancel. The result

#ö

4m 2

ds
! #(! ! ! " f øf ) (s, q2, 0)

s " q2 = 0 (17)

is easily veriÞed for anyq2 < 4m2.
While the role of the sum rules in QED becomes fairly

clear in these perturbative calculations, in Quantum
Chromo-Dynamics (QCD) this is not so. We can, how-
ever, gain a valuable insight into the nature of hadrons
by looking at their individual contributions to the "" !
hadrons cross-sections. The unpolarized cross sections
for have been studied extensively at di" erent e+ e$ col-
liders, see Ref. [5] for a review. The dominant features of
the "" to multihadron production channels comes Þrstly
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FIG. 3: Helicity-di ! erence cross section of! ! ! ! f øf in QED
at leading order, for di ! erent photon virtualities.

1 We only reinstall a missing overall factor of 2. Note also tha t in
the notation of [3], ! ! = ! " a

T T .

from the Born terms in the $+ $$ (and K + K $ ) channels.
These contributions are given by Eq. (16) and hence each
separately satisÞes the superconvergent sum rule (14b).

The high energy behavior of ! # is determined by a
t-channel exchange of unnatural parity and is expected
from Regge theory - in the absence of Þxed pole singulari-
ties - to drop as 1/ & or faster [6], leading to a high-energy
behavior of the integral in Eq. (14b) as 1/ &2 or faster.
We can therefore expect that the sum rule of Eq. (14b)
for real photons is largely dominated by the resonance
region.

In the resonance region, the dominant contribution to
the sum rule comes from the"" ! M production, with
M being a meson. As two real photons do not couple
to a J P = 1 $ or 1+ meson due to the Landau-Yang
theorem, one expects the dominant contribution to come
from scalar, pseudoscalar, and tensor mesons. One can
express the"" ! M cross section for a meson with spin
J , massmM , and total width #tot , using a Breit-Wigner
parameterization in terms of the decay width, #(! )

!! , of
the meson into two photon of total helicity $ = 0 , 2, as

#!! " M
! (s) = (2 J + 1) 16$

#(! )
!! #tot

(s " m2
M )2 + #2

tot m2
M

$ (2J + 1)16$2 #(! )
!!

mM
' (s " m2

M ), (18)

where the last line is obtained in the narrow resonance
approximation. For the pseudoscalar mesons, which can
only contribute to the helicity-zero cross section, the nar-
row resonance approximation is very accurate and al-
lows to quantify their contribution as shown in Table I.
For the pion, this value is entirely driven by the chiral
anomaly, which allows to express the$0 contribution to
the sum rule as " ! 2/ (4$f 2

" ), with f " = 92.4 MeV the
pion decay constant.

mM " !!
«

ds # " /s
[MeV] [keV] [nb]

#0 134.98 (7.8 ± 0.6) " 10" 3 # 195.0 ± 15.0

$ 547.85 0.51 ± 0.03 # 190.7 ± 11.2
$# 957.66 4.30 ± 0.15 # 301.0 ± 10.5

Sum $, $# # 492± 22

TABLE I: Sum rule contribution of the lowest pseudoscalar
mesons (last column). The experimental values of meson
masses,mM , and 2! decay widths, " !! , are from Ref. [7].

To compensate the large negative contribution to the
sum rule from pseudoscalar mesons, one needs to have
an equivalent strength in the helicity-two cross section,
#2. The dominant feature of the helicity-two cross sec-
tion in the resonance region arises from the multiplet of
tensor mesonsf 2(1270), a2(1320), and f %

2(1525). Mea-
surements at variouse+ e$ colliders, notably recent high
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