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Motivation for B ⟶ D(*) τ ν measurements 

10/04/2018

Search NP in B → D(*)τ +ντ

7

• In the Standard Model (SM), the only difference between                        and                         
is the mass of the lepton


• The ratio of them is sensitive to additional amplitudes, i.e. involving an intermediate 
charged Higgs boson.


• NP: type-II-2HDM (charged Higgs boson appears), Leptoquarks(LQ) model…

• NP could affect this decay topology in two ways:


• Branching fraction

•   polarizationτ

B → D(*)τ +ντ B → D(*)µ+νµ

• W coupling to leptons is universal in the SM 

• A charged Higgs would couple more strongly to the τ 
lepton and produce an enhancement in BR of B decays 
that involve a τ lepton  

• Ratios R(D(*)) eliminate many sources of systematic errors 
for experimental measurements and theoretical 
predictions

R(D(∗)) =
B(B → D(∗)τ ν̄τ )

B(B → D(∗)ℓν̄ℓ)
ℓ = (e, µ)

signal mode

normalization mode

τ⁺ 
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Previous measurements 
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Experimen
t

Tag method τ 
mode

RD RD* ρ

Belle 07* Inclusive e ν ν, π 
ν 0.38±0.11 0.34±0.08 -

Belle 10* Inclusive l ν ν, π 
νBabar 12 Hadronic l ν ν 0.440±0.058±0.042 0.332±0.024±0.018 -0.27

Belle 15 Hadronic l ν ν 0.375±0.064±0.026 0.293±0.038±0.015 -0.32

Belle 16 Semileptonic l ν ν - 0.302±0.030±0.011 -

Belle 17 Hadronic π ν, ρ ν - 0.270±0.035±0.027 -

LHCb 16 - l ν ν - 0.336±0.027±0.030 -

LHCb 17 - π π π - 0.285±0.019±0.029  -

Belle ave. SL+Had - 0.374±0.061 0.296±0.022 -0.29

HFAG 
ave.

- - 0.403±0.040±0.024 0.310±0.015±0.008 -0.23
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Tagging in Belle II

10/04/2018

• e+e- ⟶ Y(4S) ⟶ BB̄ : very clean and 
well-known initial state 

• Reconstruct one of the B mesons in 
the Y(4S) event (B tag) to gather 
information about the B decay of 
interest  

• Hadronic B decays:                                        
PRO: full B reconstruction, high purity                                         
CON: low efficiency                     
~5000 channels 

• Semileptonic B decays:                                 
PRO: high efficiency                     
CON: one missing neutrino, low purity                               
~100 channels 

B̄ 

π¯  B

Y(4S) e¯  e⁺  

D
τ 

ντ̄  

J/ψ

K¯ 
π⁺ 

Signal

Tag

K⁺ 

μ⁺ 

μ¯  

νℓ̄   

ντ̄  

ℓ 
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Tagging in Belle II - Hadronic

10/04/2018

• Tagging is done using a 
hierarchical multivariate 
analysis approach  

• The B tag signal probability 
depends on the signal 
probabilities of all daughters 

• The last tagging algorithm 
developed by Belle II (FEI) 
shows large improvement 
w.r.t previous methods 

• Can also be used on Belle 
data !

�� Chapter �. Full Reconstruction

On the other hand, using an explicit reconstruction of full �nal states, we would have to make
an explicit reconstruction for each of these modes, i.e.:

B → e+ e− π− π+ K−
B → µ+ µ− π− π+ K−
B → e+ e− K−
B → µ+ µ− K−

. . .

In general, if there are n modes using a resonance for further reconstruction, there would
be n ⋅m di�erent �nal states to consider. As explained later, it is a principal goal of the full
reconstruction to have both n andm as high as reasonably possible. �erefore the total number
of reconstructions can easily become huge for the explicit approach. Since every reconstruction
corresponds to a classi�cation problem which has to be solved, the resulting workload would
be overwhelming.
Another point is the possible quality of the reconstruction. For the explicit method, the �nal

state particles are a mixture of resonant and non-resonant particles. In general, classi�cation
algorithms, likeNeuroBayes�, perform better when confrontedwith isolated sub-problems: they
can focus on the clear formulation of a potentially simpler problem and the information is not
obscured by the embedding in a broader context. Accordingly, solving the stepwise resonance
reconstructions of the hierarchical approach may help to improve the total reconstruction
quality.
Based on these considerations, the new full reconstructionmodule uses a hierarchical design,

which is the �rst fundamental di�erence to the old version. Anticipating the results of the
following chapter, the �nal structure of the full reconstruction architecture can be described as
a four stage setup, as depicted in �gure �.�.

stage �

stage �

stage �

stage �

stage �

Tracks K�
S List π� List EM-Cluster

e+ µ+ K+ π+ K�
S π� γ

J�Ψ D� D+ DS

D∗� D∗+ D∗S

B� B+

J�Ψ D� D+ DS

D∗� D∗+ D∗S

Figure �.�.: Multi-stage architecture of full reconstruction

Stage � plays a special role, since it is not a part of the full reconstruction itself. It refers to
the actual input information, which is provided by the Belle datasets. �ese datasets already

Algorithm MVA type Efficiency Purity

NB (Belle) NeuroBayes 0.2% 0.25%

FEI (Belle II) FastBDT 0.5% 0.25%

6



Giacomo Caria University of Melbourne

Tagging in Belle II - Semileptonic
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sig: B̄0 ! D⇤+µ�⌫

Table 1: tag: B0 ! D� e+

Channel Signal Norm Bkg All channel FoM change if removed

D+ ! K� ⇡+ ⇡+
25 (45.54%) 982 (46.91%) 294 (39.16%) 1301 -26.64%

D+ ! K� ⇡+ ⇡+ ⇡0
9 (16.39%) 333 (15.92%) 180 (23.99%) 522 -7.66%

D+ ! K� K+ ⇡+
2 (3.83%) 71 (3.4%) 24 (3.25%) 98 -2.16%

D+ ! K� K+ ⇡+ ⇡0
2 (4.55%) 83 (3.98%) 34 (4.47%) 119 -2.53%

D+ ! ⇡+ ⇡0
1 (1.46%) 26 (1.27%) 12 (1.61%) 39 -0.78%

D+ ! ⇡+ ⇡+ ⇡�
1 (1.64%) 35 (1.68%) 16 (2.12%) 52 -0.75%

D+ ! ⇡+ ⇡+ ⇡� ⇡0
1 (1.09%) 23 (1.11%) 16 (2.1%) 40 -0.41%

D+ ! K0
S ⇡+

3 (5.83%) 117 (5.58%) 33 (4.34%) 152 -3.25%

D+ ! K0
S ⇡+ ⇡0

8 (14.21%) 283 (13.54%) 96 (12.82%) 387 -7.83%

D+ ! K0
S ⇡+ ⇡+ ⇡�

3 (5.1%) 129 (6.15%) 44 (5.84%) 175 -2.09%

D+ ! K+ K0
S K0

S 0 (0.36%) 10 (0.47%) 2 (0.29%) 12 -0.15%

all 55 (19.38%) 2092 (20.01%) 751 (15.78%) 2898 -10.59%
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Algorithm Experiment B+ B0
FEI Belle 1.80% 2.04%
FEI Belle II 1.45% 1.94%

• In past measurement: cut-based 
• Future measurements: BDT-based (FEI)

Belle MC
(FEI)
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(b) Signal channel: B̄0 ! D+µ�⌫
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(c) Signal channel: B̄0 ! D⇤+e�⌫
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(d) Signal channel: B̄0 ! D⇤+µ�⌫

Figure 5: Optimization of cut on the FEI output probability (sigProb) for the
B0 signal channels. Left: normalized distributions of reconstructed components;
right: relative amount of surviving signal and fake events after the cut, with FoM
values.
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left the stacked components of reconstructed events and on the right the same components are shown normalized
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Algorithm Experiment B+ B0
FEI Belle 1.80% 2.04%
FEI Belle II 1.45% 1.94%

• In past measurement: cut-based 
• Future measurements: BDT-based (FEI)
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R(D(*)), hadronic tag at Belle 

10/04/2018

• Leptonic τ decays 

• Use m
2

miss to separate signal B 
⟶ D(*) τ ν  from normalization 
B ⟶ D(*) l ν  
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FIG. 1. Fit projections and data points with statistical uncertainties in the D

+
`

� (top) and D

0
`

� (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85GeV2/c4; right: o0NB distribution for M2

miss > 0.85GeV2/c4.

to the poorly determined branching fractions to the dif-
ferent D

⇤⇤ states. The fit is therefore repeated several
times: twice for each D

⇤⇤ state, with its branching frac-
tions varied within its uncertainties. We use the follow-
ing uncertainties: 42.3% for D

⇤
2 , 34.6% for D

⇤
0 , 14.9%

for D1, 36.2% for D

0
1, and 100.0% for the radially ex-

cited D(2S) and D

⇤(2S). The best-fit variations in R

are used as systematic uncertainties. They are combined
quadratically and quoted in Table IV as “D⇤⇤ composi-
tion.”

All fixed factors used in the fit are varied by their un-
certainty (arising from the MC sample size). The influ-

ence of the uncertainty of these factors is shown indi-
vidually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty;
the e�ciency ratios f

D+,0

and f

D⇤+,0

e↵ and the cross-
feed probability ratios g+,0 give the largest contributions,
comparable to the D

⇤⇤ composition and D

(⇤(⇤))
`⌫ shape

uncertainties.

To evaluate the e↵ect of PDF uncertainties, the shapes
of all components are modified and the fit is repeated.
The nominal fit uses smoothed-histogram PDFs inM

2
miss;

here, these are replaced by unsmoothed-histogram PDFs.
The variation of the best-fit R is taken as the symmetric
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FIG. 2. Fit projections and data points with statistical uncertainties in the D
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� (bottom) data samples.
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miss < 0.85GeV2/c4; right: o0NB distribution for M2

miss > 0.85GeV2/c4.

systematic uncertainty for “M2
miss shape” in Table IV.

For the o

0
NB alternate model, we replace the bifurcated

Gaussians by kernel-estimator functions with adaptive
bandwidth. Again, the deviation from the nominal fit
value is taken as the symmetric systematic uncertainty
for “o0NB shape” in Table IV. It is among the dominant
systematic uncertainties.

The identification e�ciencies for primary and sec-
ondary leptons are slightly di↵erent between simulated
and real data. This di↵erence a↵ects the measurement
by modifying the e�ciency ratios. It has been calibrated
for di↵erent lepton kinematics and run conditions using

J/ ! `

+
`

� decays, leading to a 0.5% relative uncer-
tainty in R(D) and R(D⇤).

The correlations of R(D) and R(D⇤) for each item-
ized systematic-uncertainty contribution are given in the
last column of Table IV. These are calculated using 500
pseudoexperiments, with two exceptions: the shape un-
certainties are assumed to be uncorrelated while the lep-
ton ID e�ciencies are assumed to be 100% correlated
between R(D) and R(D⇤). The total correlation of the
systematic uncertainties is �0.32.

D⁺ ℓ¯ 

Dᵒ  ℓ¯ 

D*⁺ ℓ¯ 

D*ᵒ  ℓ¯ 

R(D) = 0.375 ± 0.064 ± 0.026 
R(D*) = 0.293 ± 0.038 ± 0.015

 P
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4 

(2
01
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• Dℓmodes with higher 

background levels due to 
“feed-down” from                   
B ⟶(D* ⟶ D πslow ) ℓ ν 

m2
miss = p2ν = (pe+e− − pBtag − pD∗ℓ)

2

• Train and fit signal MVA(NB) 
on high m2

miss region, based 
on: EECL  , p*ℓ , m2

miss and 

others
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� 𝑅 𝐷∗ with Semileptonic Tagging

• Motivation
– Different tag mode Æ Independent data sample from the previous result

• Less kinematic constraint causes more background
– The cleanest mode  𝐵0 → 𝐷∗+𝜏−  𝜈𝜏 was measured in this analysis

• Signal can be separated from normalization with cos𝜃𝐵−𝐷∗𝑙
sig

– Multivariate analysis with two more variables: 𝑀miss
2 and the total energy of   

𝐵tag and 𝐵sig

 𝐵0 → 𝐷∗+𝜏−  𝜈𝜏

 𝐵0 → 𝐷∗+𝑙−  𝜈𝑙

Signal event

Normalization event

cos𝜃𝐵−𝐷∗𝑙
sig

Semilep. tag, 𝜏− → 𝑙−  𝜈𝑙𝜈𝜏

The 14th International Workshop on Tau Lepton Physics

12/22
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– Different tag mode Æ Independent data sample from the previous result

• Less kinematic constraint causes more background
– The cleanest mode  𝐵0 → 𝐷∗+𝜏−  𝜈𝜏 was measured in this analysis

• Signal can be separated from normalization with cos𝜃𝐵−𝐷∗𝑙
sig

– Multivariate analysis with two more variables: 𝑀miss
2 and the total energy of   

𝐵tag and 𝐵sig
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• Measure only the clean Bᵒ ⟶ D*⁺ l¯  ν  
• No MVA tagging algorithm, reject signal in tag 

by choosing -1 < cosθB,D*l < -1  
• Identity signal (normalization) as B candidate 

with lower (higher) cosθB,D*l

4

invariant mass. We then impose the following additional
requirements: both pion tracks must have a large dis-
tance of closest approach to the IP in the plane perpen-
dicular to the electron beam line; the pion tracks must
intersect at a common vertex that is displaced from the
IP; and the momentum vector of theK0

S candidate should
originate from the IP.

Neutral pion candidates are formed from pairs of pho-
tons with further criteria specific to whether the π0 is
from a D∗+ decay or D decay. For neutral pions from
D decays, we require the photon daughter energies to
be greater than 50 MeV, the cosine of the angle in the
laboratory frame between the two photons to be greater
than zero, and the γγ invariant mass to be within −15
and +10 MeV/c2 of the nominal π0 mass [27], which
corresponds to approximately ±1.8σ. Photons are mea-
sured as an energy cluster in the ECL with no associated
charged tracks. A mass-constrained fit is then performed
to obtain the π0 momentum. For neutral pions from D∗+

decays, which have lower energies, we require one pho-
ton to have an energy of at least 50 MeV and the other
to have an energy of at least 20 MeV. We also require
a narrow window around the di-photon invariant mass
to compensate for the lower photon-energy requirement:
within 10 MeV/c2 of the nominal π0 mass, which corre-
sponds to approximately ±1.6σ.

Neutral D mesons are reconstructed in the following
decay modes: D0 → K−π+, K0

Sπ
0, K+K−, π+π−,

K0
Sπ

+π−, K−π+π0, π+π−π0, K0
SK

+K−, K−π+π+π−,
and K0

Sπ
+π−π0. Charged D mesons are reconstructed

in the following modes: D+ → K0
Sπ

+, K−π+π+,
K0

Sπ
+π0, K+K−π+, and K0

Sπ
+π+π−. The combined

reconstructed branching fractions are 37% and 22% for
D0 and D+, respectively. For D decay modes without a
π0 in the final state, we require the invariant mass of the
D candidates to be within 15 MeV/c2 of the D0 or D+

mass, which corresponds to a window of approximately
±3σ. For modes with a π0 in the final state, we require a
wider invariant mass window: from −45 to +30 MeV/c2

around the nominalD0 mass forD0 candidates, and from
−36 to +24 MeV/c2 around the nominalD+ mass forD+

candidates. These windows correspond to approximately
[−1.2σ,+1.8σ] and [−1.0σ,+1.5σ], respectively, in reso-
lution. Candidate D∗+ mesons are formed by combining
D0 and π+ candidates or D+ and π0 candidates. To im-
prove the resolution of the D∗-D mass difference, ∆M ,
for the D∗+ → D0π+ decay mode, the charged pion track
from the D∗+ is refitted to the D0 decay vertex. We re-
quire ∆M to be within 2.5 MeV/c2 and 2.0 MeV/c2,
respectively, around the value of the nominal D∗-D mass
difference for the D∗+ → D0π+ and D∗+ → D+π0 decay
modes. These windows correspond to ±3.2σ and ±2.0σ,
respectively, in resolution. We apply a tighter window
in the D∗+ → D+π0 decay mode to suppress a large
contribution to the background arising from falsely re-
constructed neutral pions.

To tag semileptonic B decays, we combine D∗+ and
lepton candidates of opposite electric charge and calcu-

late the cosine of the angle between the momentum of the
B meson and the D∗ℓ system in the Υ(4S) rest frame,
under the assumption that only one massless particle is
not reconstructed:

cos θB-D∗ℓ ≡
2EbeamED∗ℓ −m2

Bc
4 −M2

D∗ℓc
4

2|p⃗B| · |p⃗D∗ℓ|c2
, (2)

where Ebeam is the energy of the beam, and ED∗ℓ, p⃗D∗ℓ,
and MD∗ℓ are the energy, momentum, and mass, respec-
tively, of the D∗ℓ system. The variable mB is the nomi-
nal B meson mass [27], and p⃗B is the nominal B meson
momentum. All variables are defined in the Υ(4S) rest
frame. Figure 1 shows the cos θB-D∗ℓ distribution for sig-
nal and normalization decay modes in MC samples. Cor-
rectly reconstructed B candidates in the normalization
decay mode are expected to have a value of cos θB-D∗ℓ

between −1 and +1. Correctly reconstructed B candi-
dates in the signal decay mode and falsely reconstructed
B candidates tend to have values of cos θB-D∗ℓ below the
physical region due to contributions from additional par-
ticles.

In each event we require two tagged B candidates that
are opposite in flavor. Signal events may have the same
flavor due to BB̄ mixing; however, we veto such events as
they lead to ambiguous D∗ℓ pair assignment and larger
combinatorial background. We require that at most one
B meson be reconstructed from aD+ mode to avoid large
background from fake neutral pions when forming D∗

candidates. In each signal event, we assign the candidate
with the lower value of cos θB-D∗ℓ (referred to hereinafter
as cos θsigB-D∗ℓ) as Bsig. The probability of falsely assign-
ing the Bsig as the Btag for signal events is about 3%,
according to MC simulation.

After the identification of the Bsig andBtag candidates,
we apply further background suppression criteria. On
the tag side, we require −2.0 < cos θtagB-D∗ℓ < +1.5 to
select B → D∗ℓνℓ. On the signal side, we require the
D∗ momentum in the Υ(4S) rest frame to be less than
2.0 GeV/c, while, on the tag side, we require it to be
less than 2.5 GeV/c, which accounts for the lepton mass
difference. Finally, we require that events contain no
extra charged tracks, K0

S candidates, or π0 candidates,
which are reconstructed with the same criteria as those
used for the D candidates.

At this stage, the probability of finding multiple candi-
dates is 7% which is mainly caused by swapped pions be-
tween signal and tag sides. When multiple candidates are
found in an event, we select a single candidate, which has
the smallest sum of two chi-square in vertex-constrained
fits for the D mesons, among multiple candidates. In
the final sample, the fraction of signal and normaliza-
tion events are estimated to be 5% and 68% from MC
simulation.
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Figure 3.1: Distributions of the NeuroBayes input parameters for signal (red) and nor-
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signal  
B ⟶ D(*) τ ν  

normalization  
B ⟶ D(*) l ν  
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• Discriminate between signal B ⟶ 
D(*) τ ν  and normalization B ⟶ 
D(*) l ν using MVA based on (m2

miss, 
cosθBY, EBtag + EBsig) 

• Signal extracted with fit to the 2D 
plane EECL-ONB

8

TABLE I. Summary of the systematic uncertainties on R(D∗) for electron and muon modes combined and separated. The
uncertainties are relative and are given in percent.

R(D∗) [%]
Sources ℓsig = e, µ ℓsig = e ℓsig = µ

MC size for each PDF shape 2.2 2.5 3.9
PDF shape of the normalization in cos θB-D∗ℓ

+1.1
−0.0

+2.1
−0.0

+2.8
−0.0

PDF shape of B → D∗∗ℓνℓ
+1.0
−1.7

+0.7
−1.3

+2.2
−3.3

PDF shape and yields of fake D(∗) 1.4 1.6 1.6
PDF shape and yields of B → XcD∗ 1.1 1.2 1.1

Reconstruction efficiency ratio εnorm/εsig 1.2 1.5 1.9
Modeling of semileptonic decay 0.2 0.2 0.3

B(τ−
→ ℓ−ν̄ℓντ ) 0.2 0.2 0.2

Total systematic uncertainty +3.4
−3.5

+4.1
−3.7

+5.9
−5.8

FIG. 3. Projections of the fit results with data points overlaid for (left) the neural network classifier output, ONB , and the EECL

distribution in (center) the signal-enhanced region, ONB > 0.8, and (right) the normalization-enhanced region, ONB < 0.8.
The background categories are described in detail in the text, where “others” refers to predominantly B → XcD

∗ decays.

and the CX parameters are the Wilson coefficients of
OX . We investigate the compatibility of the data sam-
ples with new physics using a model-independent ap-
proach, separately examining the impact of each oper-
ator. In each new-physics scenario, we take into account
changes in the efficiency and fit PDF shapes using ded-
icated signal simulation. We set the Wilson coefficients
to be real in all cases. Since OV1

is just the SM opera-
tor, it would change only R(D∗), but not the kinematic
distributions. In the type-II two-Higgs doublet model
(2HDM), the relevant Wilson coefficients are given as
CS1

= −mbmτ tan2 β/m2
H+ and CS2

= −mcmτ/m2
H+ ,

where tanβ is the ratio of the vacuum expectation values
of the two Higgs doublets, and mb, mc, mτ , and mH+ are
the masses of the b quark, c quark, τ lepton, and charged
Higgs boson. Since the contribution from CS2

is almost
negligibly small except for the light charged Higgs bo-
son, we neglect the contribution from CS2

in the type-II
2HDM.

Various leptoquark models have been presented to ex-
plain anomalies in R(D(∗)) in Ref. [4]. In addition to
the model-independent study, we study two represen-
tative models: R2 and S1. Model R2 contains scalar
leptoquarks of the type (3, 2)7/6 using the notation
(SU(3)c, SU(2)L)Y , where SU(3)c is the representation

under the generators of QCD, SU(2)L is the representa-
tion under the generators of weak isospin, and Y is the
weak hypercharge. Model S1 contains leptoquarks of the
type (3∗, 1)1/3. In these leptoquark models, the relevant
Wilson coefficients are related by CS2

= +7.8CT for the
R2-type leptoquark model and CS2

= −7.8CT for the
S1-type leptoquark model at the b quark mass scale, as-
suming a leptoquark mass scale of 1 TeV/c2. Although
the V1 operator can appear independently of the S2 and
T operators in the S1-type leptoquark model, we assume
no contribution from the V1 operator in this study.

Figure 4 shows the dependence of the efficiency and
measured value of R(D∗) as a function of the values of
the respective parameters in the type-II 2HDM and the
R2-type leptoquark model. Efficiency variations for other
scenarios are shown in Ref. [32]. We find that efficiencies
increase by up to 17% for OV2

and OT , mainly due to the
variation of the D∗ momentum distribution. Similarly,
the efficiencies increase by up to 16% and 11% in R2- and
S1-type leptoquark models, respectively, which include
contributions from OT . In other scenarios, the efficiency
variation is 6% or less. Figure 5 shows the dependency
of the measured values of R(D∗) on the values of the
respective parameters in the type-II 2HDM and the R2-
type leptoquark model. The allowed regions with 68%
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and the CX parameters are the Wilson coefficients of
OX . We investigate the compatibility of the data sam-
ples with new physics using a model-independent ap-
proach, separately examining the impact of each oper-
ator. In each new-physics scenario, we take into account
changes in the efficiency and fit PDF shapes using ded-
icated signal simulation. We set the Wilson coefficients
to be real in all cases. Since OV1

is just the SM opera-
tor, it would change only R(D∗), but not the kinematic
distributions. In the type-II two-Higgs doublet model
(2HDM), the relevant Wilson coefficients are given as
CS1

= −mbmτ tan2 β/m2
H+ and CS2

= −mcmτ/m2
H+ ,

where tanβ is the ratio of the vacuum expectation values
of the two Higgs doublets, and mb, mc, mτ , and mH+ are
the masses of the b quark, c quark, τ lepton, and charged
Higgs boson. Since the contribution from CS2

is almost
negligibly small except for the light charged Higgs bo-
son, we neglect the contribution from CS2

in the type-II
2HDM.

Various leptoquark models have been presented to ex-
plain anomalies in R(D(∗)) in Ref. [4]. In addition to
the model-independent study, we study two represen-
tative models: R2 and S1. Model R2 contains scalar
leptoquarks of the type (3, 2)7/6 using the notation
(SU(3)c, SU(2)L)Y , where SU(3)c is the representation

under the generators of QCD, SU(2)L is the representa-
tion under the generators of weak isospin, and Y is the
weak hypercharge. Model S1 contains leptoquarks of the
type (3∗, 1)1/3. In these leptoquark models, the relevant
Wilson coefficients are related by CS2

= +7.8CT for the
R2-type leptoquark model and CS2

= −7.8CT for the
S1-type leptoquark model at the b quark mass scale, as-
suming a leptoquark mass scale of 1 TeV/c2. Although
the V1 operator can appear independently of the S2 and
T operators in the S1-type leptoquark model, we assume
no contribution from the V1 operator in this study.

Figure 4 shows the dependence of the efficiency and
measured value of R(D∗) as a function of the values of
the respective parameters in the type-II 2HDM and the
R2-type leptoquark model. Efficiency variations for other
scenarios are shown in Ref. [32]. We find that efficiencies
increase by up to 17% for OV2

and OT , mainly due to the
variation of the D∗ momentum distribution. Similarly,
the efficiencies increase by up to 16% and 11% in R2- and
S1-type leptoquark models, respectively, which include
contributions from OT . In other scenarios, the efficiency
variation is 6% or less. Figure 5 shows the dependency
of the measured values of R(D∗) on the values of the
respective parameters in the type-II 2HDM and the R2-
type leptoquark model. The allowed regions with 68%
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CROSS-CHECKS

The implementation of the fit procedure is tested by
applying the same procedure to multiple subsets of the
available simulated data. The fit accuracies are evalu-
ated using sets of 500 pseudoexperiments and show no
significant bias in any measured quantity. These are used
also to test the influence on the fit result of the value of
M

2
miss = 0.85GeV2/c4 that is used to partition the sam-

ples: variation of this value reduces the precision of the
fit result but does not introduce any bias.

Further tests address the compatibility of the simu-
lated and recorded data. To test resolution modelling,
we use a sample of events with q

2
< 3.5 GeV2

/c

2, dom-
inated by B̄ ! D

(⇤)
`

�
⌫̄` decays. As the D

⇤⇤ back-
ground is one of the most important components—with
a large potential for flaws in its modeling—we evaluate
its distributions in more depth by reconstructing a data
sample with enriched B̄ ! D

⇤⇤
`

�
⌫̄` content by requir-

ing a signal-like event but with an additional ⇡0. The
background-enriched data samples are fit individually in
four dimensions separately: M

2
miss, M

2
miss,no ⇡0 , EECL,

and p

⇤
` , where M

2
miss,no ⇡0 is the missing mass of the can-

didate, calculated without the additional ⇡0. The shapes
of the components are extracted from simulated data.
In each of the four D

(⇤)
`

�
⇡

0 samples, consistent yields
are obtained from the fits to all four variables, indicating
that the simulation describes faithfully the distribution
in all tested dimensions.

RESULTS

The fit to the entire data sample gives

R(D) = 0.375± 0.064 (10)

R(D⇤) = 0.293± 0.038 , (11)

corresponding to a yield of 320 B̄ ! D⌧

�
⌫̄⌧ and 503

B̄ ! D

⇤
⌧

�
⌫̄⌧ events; the errors are statistical. Projec-

tions of the fit are shown in Figs. 1 and 2. The high-
M

2
miss distributions and the fit projections are shown

in Fig. 3. Figures 4 and 5 show the signal-enhanced
(M2

miss > 2.0GeV2/c4) fit projections in EECL (the most
powerful classifier in the neural network) and p

⇤
` , respec-

tively. In these figures, all background components ex-
cept D

⇤⇤ background are combined into the other-BG
component for clarity. The best-fit yields are given in
Table III.

From the fit, the correlation between R and R

⇤ is
�0.56; each, in turn, is most strongly correlated with
the D

⇤⇤ background yields, with 0.1 to 0.2 for R and
⇡ 0.3 for R⇤.

TABLE III. Fit results and expected yields as derived from
simulated data.

Sample Component Yield Expected yield

D

+
`

�
` normalization 844± 34 870

D

+
`

�
` CF 924± 47 970

D

+
`

�
D

⇤⇤ BG 108± 38 133
D

0
`

�
` normalization 2303± 64 2290

D

0
`

�
` CF 7324± 122 7440

D

0
`

�
D

⇤⇤ BG 131± 81 210
D

⇤+
`

�
` normalization 1609± 43 1680

D

⇤+
`

�
D

⇤⇤ BG 36± 18 76
D

⇤0
`

�
` normalization 2188± 60 2280

D

⇤0
`

�
D

⇤⇤ BG 117± 39 40

SYSTEMATIC UNCERTAINTIES

The dominant systematic uncertainties arise from our
limited understanding of the D

⇤⇤ background and from
uncertainties in the fixed factors used in the fit. They
are summarized in Table IV and itemized below.

TABLE IV. Overview of relative systematic uncertainties in
percent. The last column gives the correlation between R(D)
and R(D⇤).

R(D) [%] R(D⇤) [%] Correlation

D

(⇤(⇤))
`⌫ shapes 4.2 1.5 0.04

D

⇤⇤ composition 1.3 3.0 -0.63
Fake D yield 0.5 0.3 0.13
Fake ` yield 0.5 0.6 -0.66

Ds yield 0.1 0.1 -0.85
Rest yield 0.1 0.0 -0.70

E�ciency ratio f

D+
2.5 0.7 -0.98

E�ciency ratio f

D0
1.8 0.4 0.86

E�ciency ratio f

D⇤+
e↵ 1.3 2.5 -0.99

E�ciency ratio f

D⇤0
e↵ 0.7 1.1 0.94

CF double ratio g

+ 2.2 2.0 -1.00
CF double ratio g

0 1.7 1.0 -1.00
E�ciency ratio fwc 0.0 0.0 0.84

M

2
miss shape 0.6 1.0 0.00
o

0
NB shape 3.2 0.8 0.00

Lepton PID e�ciency 0.5 0.5 1.00

Total 7.1 5.2 �0.32

In the table, “D(⇤(⇤))
`⌫ shapes” refers to uncertainties

in the parameters that are used for the shape reweight-
ing of semileptonic decays. The e↵ect on the result is
extracted by creating di↵erent sets of weights according
to shape hypotheses from varying individual production
parameters within their 1� limits.
The D

⇤⇤ background has a strong influence on the
extracted yield of the tau signal because the two com-
ponents overlap in the M

2
miss spectrum. In addition to

the shape uncertainties, there are uncertainties related
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and the CX parameters are the Wilson coefficients of
OX . We investigate the compatibility of the data sam-
ples with new physics using a model-independent ap-
proach, separately examining the impact of each oper-
ator. In each new-physics scenario, we take into account
changes in the efficiency and fit PDF shapes using ded-
icated signal simulation. We set the Wilson coefficients
to be real in all cases. Since OV1

is just the SM opera-
tor, it would change only R(D∗), but not the kinematic
distributions. In the type-II two-Higgs doublet model
(2HDM), the relevant Wilson coefficients are given as
CS1

= −mbmτ tan2 β/m2
H+ and CS2

= −mcmτ/m2
H+ ,

where tanβ is the ratio of the vacuum expectation values
of the two Higgs doublets, and mb, mc, mτ , and mH+ are
the masses of the b quark, c quark, τ lepton, and charged
Higgs boson. Since the contribution from CS2

is almost
negligibly small except for the light charged Higgs bo-
son, we neglect the contribution from CS2

in the type-II
2HDM.

Various leptoquark models have been presented to ex-
plain anomalies in R(D(∗)) in Ref. [4]. In addition to
the model-independent study, we study two represen-
tative models: R2 and S1. Model R2 contains scalar
leptoquarks of the type (3, 2)7/6 using the notation
(SU(3)c, SU(2)L)Y , where SU(3)c is the representation

under the generators of QCD, SU(2)L is the representa-
tion under the generators of weak isospin, and Y is the
weak hypercharge. Model S1 contains leptoquarks of the
type (3∗, 1)1/3. In these leptoquark models, the relevant
Wilson coefficients are related by CS2

= +7.8CT for the
R2-type leptoquark model and CS2

= −7.8CT for the
S1-type leptoquark model at the b quark mass scale, as-
suming a leptoquark mass scale of 1 TeV/c2. Although
the V1 operator can appear independently of the S2 and
T operators in the S1-type leptoquark model, we assume
no contribution from the V1 operator in this study.

Figure 4 shows the dependence of the efficiency and
measured value of R(D∗) as a function of the values of
the respective parameters in the type-II 2HDM and the
R2-type leptoquark model. Efficiency variations for other
scenarios are shown in Ref. [32]. We find that efficiencies
increase by up to 17% for OV2

and OT , mainly due to the
variation of the D∗ momentum distribution. Similarly,
the efficiencies increase by up to 16% and 11% in R2- and
S1-type leptoquark models, respectively, which include
contributions from OT . In other scenarios, the efficiency
variation is 6% or less. Figure 5 shows the dependency
of the measured values of R(D∗) on the values of the
respective parameters in the type-II 2HDM and the R2-
type leptoquark model. The allowed regions with 68%

• Dominated by: 
• B -> D** l nu uncertainty 
• MC statistics for PDFs 
• efficiency ratios (for R(D))
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What can be improved

• Statistical uncertainty 

• Signal efficiency -> higher 
soft π efficiency, higher 
tag efficiency 

• Background rejection/
purity  -> Better lep vs π PID 
at low p (tau-> l nu nu),  
better D(*) mass resolution, 
better treatment of 
missing/neutral particles in 
vertex fits for B/D(*) fake 
rejections

1410/04/2018

• Systematic uncertainty  

• Modelling of 
semileptonic B decays 
(form factors, branching 
ratios), especially B ⟶ 
D** l nu 

• MC statistics for PDFs 

• Detector modelling     -> 
lepton ID efficiency and 
fake rate
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New physics probes
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New Physics contributions?

28

Model dependent analysis (type-II 2HDM) 
• kinematics of the decays depend on NP model and its free parameters  

• difference in kinematics         difference in efficiency and fitted distributions 

R(D(⇤))

BaBar@Hadronic(τ→l)

• Model dependent analysis (type-II 2HDM)
• kinematics of the decays depend on NP model  and its free parameters 
• different in kinematics ⟶ difference in efficiency and fitted distributions
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• Model independent analysis (type-II 2HDM)
• examine the impact of each operator 

New Physics contributions?

30

Model independent analysis 
• examine the impact of each operator  

• difference in kinematics         difference in efficiency and fitted distributions 

R(D(⇤))

Belle@Semileptonic(τ→l)
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• The τ polarisation depends 

on the mediator  ⟶ 

sensitive to NP 

• Two-body hadronic τ 
decays  (τ ⟶ π ν , ρ ν) used 

to measure the τ 
polarisation 

• New independent 

measurement of R(D*)

Pτ (D
∗) =

Γ+ − Γ−

Γ+ + Γ−

Γ± = decay rate of B ⟶ D* τ  ν 
with helicity of ± 1/2  

PR
L 
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8,

 2
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1 
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01
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Tau Polarimeters (hadronic decays) 

23

Experimental challenges: 
• due to multiple neutrinos in the final state the tau momentum can not 

be completely determined 
• go to W rest frame, where pW = pBsig - pD* = 0  
• in W rest frame the tau and neutrino from B decay are back-to-back, 

therefore: 
• magnitude of tau momentum (|pτ|) can be determined  
• direction of the tau momentum is constrained to lie on the cone 

around the hadron daughter momentum

Boost in arbitrary direction on the 
cone to get into the tau rest frame

W rest frame
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R(D*), hadronic tag and τ polarisation at Belle 
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R(D∗) = 0.270± 0.035+0.028
−0.025

Pτ (D
∗) = −0.38± 0.51+0.21

−0.16

Consistent with SM

(Hadronic tag, Hadronic tag decay)

24

Backward Forward

Normalisation modes
Signal extracted in two 
bins of helicity angle 

(cosθhel >0)(cosθhel < 0)

6

R(D*)
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FIG. 2. Comparison of our result (star for the best-fit value
and 1�, 2�, 3� contours) with the SM prediction [22, 24] (tri-
angle). The shaded vertical band shows the world average [19]
without our result.

from the uncertainties that are common between the sig-
nal and the normalization: the number of BB̄ events,
the tagging e�ciency, the D branching fractions and the
D⇤ reconstruction e�ciency. The total for this source is
(±2.3%,±0.02). In the calculation of the total system-
atic uncertainty, we treat the systematic uncertainties as
independent, except for those of the ⌧ daughter and the
D⇤ reconstruction e�ciencies. The latter originate from
the same sources: the particle-identification e�ciencies
for K± and ⇡± and the reconstruction e�ciencies for K0

S
and ⇡0. We therefore account for this correlation. The
total systematic uncertainties are (+10.4

�9.4 %, +0.21
�0.16). The

final results, shown in Fig. 2, are:

R(D⇤) = 0.270± 0.035(stat.)+0.028
�0.025(syst.),

P⌧ (D
⇤) = �0.38± 0.51(stat.)+0.21

�0.16(syst.).

The statistical correlation is 0.29, and the total correla-
tion (including systematics) is 0.33. Overall, our result is
consistent with the SM prediction. The obtained R(D⇤)
is independent of and also agrees with the previous Belle
measurements, R(D⇤) = 0.293 ± 0.038 ± 0.015 [13] and
0.302±0.030±0.011 [14], and with the world average [19].
Moreover, our measurement excludes P⌧ (D⇤) > +0.5 at
90% C.L.

In summary, we report a measurement of P⌧ (D⇤)
in the decay B̄ ! D⇤⌧�⌫̄⌧ as well as a new R(D⇤)
measurement with the hadronic ⌧ decay modes ⌧� !
⇡�⌫⌧ and ⌧� ! ⇢�⌫⌧ , using 772 ⇥ 106 BB̄ events
recorded with the Belle detector. Our results, R(D⇤) =
0.270± 0.035(stat.) +0.028

�0.025(syst.) and P⌧ (D⇤) = �0.38±
0.51(stat.) +0.21

�0.16(syst.), are consistent with the SM pre-
diction. We have measured P⌧ (D⇤) for the first time,
which provides a new dimension in the search for NP in
semitauonic B decays.
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• 2017, Hadron tag, τ → h ν

20

Hadronic τ systematics @ Belle
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Signal

τ cross feed

B→D*ℓνℓ Fake D* and qq
B→D**ℓνℓ  and

Hadronic B Data
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FIG. 9. Projections of the fit results on the distributions of q2 (top-left), M2
miss (top-right), |~p ⇤

⇡ | (bottom-left) and |~p ⇤
⇢ |

(bottom-right). These distributions are the sum of all the signal samples.

TABLE II. The systematic uncertainties in R(D⇤) and P⌧ (D
⇤), where the values for R(D⇤) are relative errors. The group

“common sources” identifies the common systematic uncertainty sources in the signal and the normalization modes, which
cancel to a good extent in the ratio of these samples. The reason for the incomplete cancellation is described in the text.

Source R(D⇤) P⌧ (D
⇤)

Hadronic B composition +7.7%
�6.9%

+0.134
�0.103

MC statistics for PDF shape +4.0%
�2.8%

+0.146
�0.108

Fake D⇤ 3.4% 0.018
B̄ ! D⇤⇤`�⌫̄` 2.4% 0.048
B̄ ! D⇤⇤⌧�⌫̄⌧ 1.1% 0.001
B̄ ! D⇤`�⌫̄` 2.3% 0.007
⌧ daughter and `� e�ciency 1.9% 0.019
MC statistics for e�ciency estimation 1.0% 0.019
B(⌧� ! ⇡�⌫⌧ , ⇢

�⌫⌧ ) 0.3% 0.002
P⌧ (D

⇤) correction function 0.0% 0.010

Common sources

Tagging e�ciency correction 1.6% 0.018
D⇤ reconstruction 1.4% 0.006
Branching fractions of the D meson 0.8% 0.007
Number of BB̄ and B(⌥(4S) ! B+B� or B0B̄0) 0.5% 0.006

Total systematic uncertainty +10.4%
�9.4%

+0.21
�0.16

The limited MC sample size used in the construction of
the PDFs is a major systematic uncertainty source. We

estimate this by regenerating the PDFs for each compo-
nent and each sample using a toy MC approach based on

Belle arXiv:1709.00129
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Background calibration in B→D* τ ν, τ → π ν 

• Hadronic modes where one particle is lost, mimics signal ν 

• Analyse Btag + Bsignal in hadronic mode & compared to MC (table) 

• Highly statistics limited - largest systematic error in τ→π ν analysis. 

• KL Modes e.g. B → D* π KL and D* K KL are large background, corrected with 
MC. Better KLID at Belle II may help.
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FIG. 3. Comparison of the EECL distributions between the data (black circles) and the MC simulation (red rectangles) of the
normalization mode. The area of the histograms are normalized to unity.
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FIG. 4. Comparisons between the data (black circles) and the MC simulation (red rectangles) in the �M sideband regions,
where the distributions are normalized to unity. (a) EECL distribution, (b) cos ✓hel distribution for the ⌧� ! ⇡�⌫⌧ mode, (c)
cos ✓hel distribution for the ⌧� ! ⇢�⌫⌧ mode. All the corresponding channels are combined.

also shows good agreement with the data within the sta-
tistical uncertainty.

In both the signal and the normalization samples, yield
discrepancies of up to 20% are observed. The fake D⇤

yields in the signal region of the MC simulation are scaled
by the yield ratios of the data to the MC sample in the
�M sideband regions.

C. B̄ ! D⇤⇤`�⌫̄` and Hadronic B Composition

As discussed in Sec. IVD, the yield of the B̄ !
D⇤⇤`�⌫̄` and hadronic B background component is deter-
mined in the final fit. The PDF shape of this background

TABLE I. Calibration factors used to correct the hadronic B
background rates in the MC simulation. The errors arise from
the calibration sample statistics.

B decay mode B� B̄0

D⇤⇡�⇡�⇡+ < 0.51 0.62+0.67
�0.49

D⇤⇡�⇡�⇡+⇡0 0.31+0.43
�0.40 0.59+0.45

�0.39

D⇤⇡�⇡�⇡+⇡0⇡0 2.15+1.70
�1.60 2.60+6.95

�2.24

D⇤⇡�⇡0 0.06+0.33
�0.28 < 0.47

D⇤⇡�⇡0⇡0 0.09+1.04
�0.98 1.63+0.74

�0.69

D⇤⇡�⌘ 0.24+0.21
�0.18 0.15+0.16

�0.10

D⇤⇡�⌘⇡0 0.74+0.79
�0.75 0.89+1.04

�0.88
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FIG. 5. Distribution of the M sig
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sample. The solid histogram shows the MC distribution (the
red-filled and the white components for the correct B and fake
B candidates, respectively) and the black dots are the data
distribution.

must be corrected with data, as a change in the B decay
composition may modify the E

ECL

shape and thereby in-
troduce bias in the measurements of R(D⇤) and P⌧ (D⇤).

If a background B decay contains a K0

L in the final
state, it may peak in the E

ECL

signal region. We cor-
rect the branching fractions of the B̄ ! D⇤⇡�K0

L and
B̄ ! D⇤K�K0

L modes in the MC simulation using the
measured values [43, 58]. We do not apply branching
fraction corrections for the other decays with K0

L because
they have relatively small expected yields. However, we
assume 100% of the uncertainty on the branching frac-
tions to estimate systematic uncertainties, as discussed
in Sec. VII.

Other types of hadronicB decay background often con-
tain neutral particles such as ⇡0 or ⌘ as well as pairs
of charged particles. We calibrate the rate of hadronic
B decays in the signal region based on control samples
where one B is fully reconstructed with the hadronic
tag, and the signal side is reconstructed in seven fi-
nal states (B̄ ! D⇤⇡�⇡�⇡+, B̄ ! D⇤⇡�⇡�⇡+⇡0,
B̄ ! D⇤⇡�⇡�⇡+⇡0⇡0, B̄ ! D⇤⇡�⇡0, B̄ ! D⇤⇡�⇡0⇡0,
B̄ ! D⇤⇡�⌘, and B̄ ! D⇤⇡�⌘⇡0). Charged and neutral
B mesons are reconstructed separately. Pairs of photons
with an invariant mass ranging from 500 to 600 MeV are
selected as ⌘ candidates. We then extract the yield of the
data and the MC sample in the region q2 > 4 GeV2 and
| cos ✓

hel

| < 1, which is the same requirement as in the
signal sample. To calculate cos ✓

hel

, we assume that (one
of) the charged pion(s) is the ⌧ daughter. The signal-side
energy di↵erence �Esig or the beam-energy-constrained
mass M sig

bc

of the B
sig

candidate is used for the yield ex-

traction. Figure 5 shows the M sig

bc

distribution for the
B� ! D⇤⇡�⌘ mode as an example. We estimate yield
calibration factors by taking ratios of the yields in the
data to that in the MC sample. If there is no observed
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FIG. 6. Comparison of the M2
miss distributions between the

data (black circles) and the MC simulation (red rectangles)
in the �M sideband regions of the D⇤0 channels: (a) before
the shape correction, and (b) after the correction. All the
distributions are normalized to unity.

signal event in the calibration sample, we assign a 68%
confidence level (C.L.) upper limit on the yield. The
obtained calibration factors are summarized in Table I.
Additionally, we correct the branching fractions of the de-
cays B� ! D⇤+⇡�⇡�⇡0, B̄ ! D⇤!⇡� and B̄ ! D⇤p̄n
based on Refs. [43, 59].
About 80% of the hadronic B background is covered

by the calibrations discussed above. We estimate the
systematic uncertainties on our observables due to the
uncertainties of the calibration factors in Sec. VII.

D. M2
miss Distribution for the Normalization Mode

In the fake D⇤0 component of the charged B channel,
as shown in Fig. 6(a), we observe a slight discrepancy
between the data and the MC sample. The M2

miss

dis-

Belle arXiv:1709.00129
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B ⟶ π τ ν at Belle
• 72% of τ branching ratio (τ ⟶ l ν ν,  π 
ν, ρ ν ) 

• Hadronic tag to constrain signal side  

• Event selection through signal BDT, 
m2

miss (reject B ⟶ π l ν ) and tag 
quality 

• Extract signal through fit to EECL 
distribution 
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ing the KL e�ciency by its uncertainty. The branch-
ing fractions of the dominant backgrounds are varied by
their errors stated in Ref. [23] to determine the e↵ect
on the MC prediction. The uncertainty on the correc-
tion factor of the tagside reconstruction is determined in
Ref. [19] and applied to the samples. The discrepancy
between inclusive and exclusive |Vub| measurements has
been included as a flat but asymmetric uncertainty in
the B ! Xu`⌫ sample of (+5

�15

)%. An uncertainty of
±10% is applied to the branching fractions in the MC
sample of rare b ! s and other rare B decays. Addi-
tionally, decays of type B ! Xu⌧⌫ are present in the
final event selection. The contribution to the E

ECL

dis-
tribution is evaluated from the MC sample assuming a
B(B0 ! ⇢+⌧�⌫⌧ ) = 1.5⇥ 10�4 and found to be small; a
relative uncertainty of ±50% is applied. Statistical un-
certainties in the PDF shape due to finite MC sample
size are included in a way similar to the approach by
Barlow and Beeston [40]. Instead of using one Poisson
constraint per background sample per bin per ⌧ decay
channel, only one constraint term per bin per channel is
used. The uncertainty introduced by this approximation
is negligible for bins with non-vanishing content and re-
duces the amount of computation time needed. Instead
of the finite MC uncertainty, the fit error is included as
a systematic uncertainty for the dominant b ! c contri-
bution. The theoretical uncertainties of the signal form
factors f+ and f0 are included by generating additional
signal MC with one form factor fixed and the other varied
by its 1� uncertainty. The relative uncertainties deter-
mined in this way are combined into a single uncertainty
estimate. The systematic uncertainties due to the track-
ing e�ciency and particle identification a↵ect only the
overall e�ciency and are only included in the calculation
of the upper limit. The relative e↵ect on the branch-
ing fraction is determined by repeatedly fitting modified
PDFs to data. The PDFs are modified by replacing each
background contribution with the respective contribution
where the systematic e↵ect is applied. For each system-
atic uncertainty, two fits are performed for the positive
and negative deviation. The maximum, absolute devia-
tion is quoted in Table II.

V. RESULT

A binned maximum likelihood fit is performed to E
ECL

in bins of 0.15 GeV. Due to similar shapes in the back-
ground predictions, all background contributions except
for the dominant b ! c transitions are fixed to the MC
prediction. Possible errors introduced by this approach
are accounted for as systematic uncertainties. The fit
is performed simultaneously in all three reconstruction
modes. The signal strength parameter µ is constrained
between the three modes while the background contribu-
tions of the three reconstruction modes are floating pa-
rameters. The fit result of the B0 ! Xc background con-
tribution agrees well with the prediction obtained from

TABLE II: E↵ects of the systematic uncertainties on
the branching fraction.

Source Relative error (%)

Particle ID 2.4
Track e�ciency 0.7
N(BB̄) 1.4
KL veto 3.2
BG B 2.8
Tagside 4.6
|Vub| 2.8
Rare processes 2.0
B ! Xu⌧⌫ 2.2
Background fit 0.2
Signal model 1.8

Total 8.3

the MC sample. The signal strength has been chosen
such that µ = 1.0 corresponds to B(B0 ! ⇡�⌧+⌫⌧ ) =
1.0⇥10�4. We obtain a best fit of µ = 1.52±0.72, corre-
sponding to 51.9± 24.3 signal events. The fit results by
⌧ reconstruction mode are listed in Table III. The E

ECL

TABLE III: Fit results for signal yield. Total and split
by ⌧ reconstruction mode.

Mode Signal Yield

e 13.2± 6.2
⇡ 30.6± 14.3
⇢ 8.1± 3.8

Total 51.9± 24.3

distribution and fit results are shown in Fig. 3.
The significance of the measurement is obtained from

a pseudo MC study. A test statistic based on the profile
likelihood ratio is used. The likelihood is built in bins of
0.15 GeV in E

ECL

. The binned likelihood is given by

L =
Y

c

Y

b

Poisson(ncb|⌫cb) ·
Y

p2P
fp(ap|↵p), (3)

where the indices c and b label the reconstruction chan-
nel and bin in E

ECL

, respectively, and P denotes the set
of systematic uncertainties p that are included as nui-
sance parameters ↵p in the calculation of the number of
expected events ⌫cb per channel per bin. The nuisance
parameters are parametrized as a relative e↵ect on the
nominal template prediction, assumed to be Gaussian-
distributed with the nominal value being the global ob-
servable ap. The number of events in the background-
only hypothesis is determined from MC simulation and
a fit to data for the dominant b ! c background. The
likelihood is constructed using the HistFactory tool in
the RooStats package [41, 42].
The distribution of the test statistic is obtained by

pseudo-experiments. A full frequentist approach is used
in both the computations of the significance level and

90% CL upper limit: BR < 2.5 × 10−4
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FIG. 3: Distributions of E
ECL

in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B0 ! ⇡�⌧+⌫⌧

�
and is in good agreement

with the SM prediction.

Agreement with SM
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in the three ⌧ reconstruction modes. The signal and b ! c contributions are scaled
according to the fit result.

the upper limit. First, the likelihood is fitted to data to
obtain the maximum likelihood estimates (MLEs) of all
nuisance parameters on data. In each pseudo-experiment
generation, the nuisance parameters are fixed to their
respective MLE. In the subsequent maximization of the
likelihood, the nuisance parameters are free parameters.
The global observables are randomized in each pseudo-
experiment.

Using pseudo-experiments, the p-value of the
background-only hypothesis for data is determined
and the significance level Z is computed in terms of
standard deviations as

Z = ��1 (1� p) ,

where ��1 is the cumulative distribution function of the
standard normal Gaussian.

We observe a signal significance of 2.8�, not includ-
ing systematic uncertainties in the calculation. Including
all relevant systematic e↵ects results in a significance of
2.4�. For this result, the test statistic has been computed
on 10 000 background-only pseudo-experiments.

Given the level of significance of these results, we invert
the hypothesis test and compute an upper limit on the
branching fraction. pseudo-experiments are generated
for di↵erent signal strength parameters for both signal-
plus-background and background-only hypotheses in or-
der to obtain CLs+b and CLb, respectively. The upper
limit is then computed using CLs = CLs+b/CLb [43],
where a scan over reasonable signal strength parame-
ter values is performed. At each step, 10 000 pseudo-
experiments have been evaluated for both hypotheses.

At the 90% confidence level, we obtain an upper
limit of B

�
B0 ! ⇡�⌧+⌫⌧

�
< 2.5⇥ 10�4. The upper

limit at the 95% confidence level has been computed to
B
�
B0 ! ⇡�⌧+⌫⌧

�
< 2.8⇥ 10�4. This result is the first

result on B
�
B0 ! ⇡�⌧+⌫⌧

�
and is in good agreement

with the SM prediction.
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SuperKEKB and Belle II
• KEKB: accumulated 1 ab-1 at Y(4S) 

• SuperKEKB: 

• 40-fold increase in luminosity over 
KEKB 

• collect 50 ab-1 by 2025 

• Belle II:  

• upgrade all sub detectors except 
for ECL and part of barrel KLM 

• expect similar/better performance 
w.r.t. Belle, despite much higher 
background levels

23

Belle II at SuperKEKB

40 times 

8 1035

KEK

SuperKEK

PEP-II

     

• Belle at KEKB
• accumulated 1ab-1 at or near 

Y(4S) 
• Belle II at SuperKEKB

• 40-fold increase in luminosity over 
KEKB

• collect 50 ab-1 by 2025
• All sub-detectors are upgraded 

except for the ECL crystals and part 
of the barrel KLM

• expect similar or better performance 
compared to that achieved at Belle   
despite much higher background 
levels 

SuperKEKB luminosity projection

The Belle II detector
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Lepton reconstruction @ Belle II
• e reconstruction based on CDC track + ECL cluster 

• e from τ: low momentum ⟶  low efficiency 

• Small radius in B field doesn’t reach ECL 

• Only muons with p > 0.7 GeV are able to reach KLM 
and have good μ/π separation 

• Work in progress for improvements @ Belle II
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Fig. 24: The E/p distribution for a variety of momentum ranges. We see that this is an

excellent discriminator for EID when 1 < p GeV/c however, for low-momentum particles,

the separation between distributions of various particle types is less distinct.

↵ describes the length of the tail, n describes the slope of the tail, and fr is the fraction of 1664

the convoluted probability distribution function which is taken from the CB function. 1665

These parameters vary with momentum and polar angle of the ECL shower associated 1666

with the electron. As such, a data file was created which contains the fit parameters for all 1667

possible combinations of 39 di↵erent momentum ranges and 4 di↵erent polar angle ranges. 1668

The closest combinatorial range is chosen by the ECL Electron ID Module and the associated 1669

stored parameters are used in fitting the E/p distribution of the unknown particle. Finally, 1670

a fit quality is used to calculate a log likelihood for determining the type of particle cause 1671

the ECL shower. 1672

Separation between electrons and muons is quite good for su�ciently energetic parti- 1673

cles (i.e. muons with p > 0.3 GeV/c which are thus able to reach the KLM). Separation 1674

between electrons and pions, however, is much more di�cult. This is particularly true for 1675

low-momentum particles where, as is seen in Fig. 24, the E/p distributions for di↵ering par- 1676

ticle types are very similar. The di�culty in distinguishing electrons over pions is further 1677

exemplified in Fig. 25, which shows the electron e�ciency for true electrons and true pions as 1678

function of momentum. We see a high electron e�ciency and low pion misidentification for 1679

momenta 1  p  3 GeV/c. At low momentum, the electron e�ciency drastically drops o↵ 1680

71/665
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Fig. 27: Electron e�ciency against pion fake rate as calculated using the delta log likelihood.

This is shown for all particles, low-momentum particles, mid-momentum particles, and high-

momentum particles.

release-00-07-02 provides only the energy ratio of the nearest 3 ⇥ 3 to the nearest 5 ⇥ 5 crys-1722

tals around a local maximum which is close to unity for true photons. The main background1723

for photon cluster comes from neutral or charged hadron interactions. These interactions1724

create asymmetric shower shapes and often result in more than one ECL cluster that are1725

not matched to charged tracks, so called hadronic splito↵s, which yield a large number of1726

fake photon candidates if not identified. The minimal energy of an ECL cluster for physics1727

studies in the presence of nominal backgrounds is 100MeV in the forward endcap, 90 MeV1728

in the barrel and 160 MeV in the backward endcap for the original ECL reconstruction.1729

Starting with release release-00-08-00, the ECL reconstruction provides additional shower1730

shape variables and the improved clustering algorithm allows to lower the energy threshold1731

to about 25 MeV. Photon likelihoods based on kinematics, shower shapes and timing infor-1732

mation can be used in the future to provide particle lists of di↵erent e�ciency and purity.1733

1734

The reconstruction of ⇡0s from ⇡0 ! �� is based on the combination of two photon candi-1735

dates. For ⇡0 energies below about 1GeV the angular separation between the two photons1736

is usually large enough to produce two non–overlapping ECL clusters. For ⇡0 energies above1737

about 1 GeV but below about 2.5 GeV, the ECL clusters from the two photons overlap but1738

can still be reconstructed as two separate photon candidates in the ECL. The ⇡0 energy can1739

be directly reconstructed from the photon 4-momenta. The ⇡0 energy resolution is improved1740

by performing a mass constrained fit of the two photon candidates to the nominal ⇡0 mass.1741

It is planned to use multivariate classifiers to provide purer ⇡0 particle lists. A low photon1742

energy threshold is mandatory to obtain a high ⇡0 e�ciency for generic B decays: A 50 MeV1743

threshold for both photons results in a ⇡0 e�ciency of 76 %, 30 MeV in 93 % and 20 MeV in1744

98 %.1745

1746
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Fig. 23: Muon e�ciency (solid, left-axis scale) and pion fake rate (dashed, right-axis scale)

for three values of the log-likelihood-di↵erence cut: �min = 0 (black), 10 (blue), and 20 (red)

as a function of momentum (top left), polar angle (top right), and azimuthal angle (bottom

left). Muon ine�ciency as a function of � vs ✓ (bottom right), illustrating the geometric

ine�ciencies at the sector boundaries (8 horizontal enhancements in the barrel; 4 horizontal

enhancements in each endcap) and in the vicinity of the solenoid chimney.

for electrons, muons, and pions are shown in Fig. 24 for a variety of momentum ranges.1652

It is clear that, for p � 1 GeV/c, there is su�cient distinction between electrons and other1653

charged particles in this distribution. Thus, it is a beneficial parameter to prepare a fit-based1654

likelihood profile for EID.1655

The ECL Electron ID Module is responsible for using momentum and polar angle1656

dependent probability distribution function fit parameters to find the best fit to the E/p1657

distribution. It then derives a fit-based electron log likelihood. This log likelihood can then1658

be combined with EID log likelihoods from other sub-detectors to create the combined global1659

EID log likelihood used in analyses.1660

The E/p distribution is fit using a Gaussian convoluted with a Crystal Ball (CB) function1661

and thus, has seven fit parameters: �1, �2, µ1, µ2, ↵, n, and fr. Here, �1 (�2) and µ1 (µ2)1662

describe the full-width half-max and the mean of the Gaussian (CB) function, respectively.1663

70/665

38

Kinematics of the decay p⇤`(⌧), p⇤D⇤

Semitauonic decays: Observables (III)
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Vertex fitting @ Belle II
• 2x improvement for vertex fitting, 

w.r.t. Belle 

• Mass resolution is improved by 
vertex fit ⟶ D and D* selection 
(-25%) 

• Under development: TreeFitter, 
helps with decay trees with πᵒ, KS
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Fig. 35: J/ ! µ+µ� vertex fit residuals: resolution = 26 µm. The fit is performed using the

sum of three Gaussian functions. The values of the shift and resolution are defined as the

weighted averages of the mean values and the standard deviations of the three functions.

6.2.3. Vertex fit of the tagging B. To be sensitive to time-dependent CP violating e↵ects, 1873

the vertex resolution must be su�cient to resolve the oscillations of the neutral B mesons 1874

in the decay time distribution, performing the measurement of the distance between their 1875

decay vertices and using the relation 1876

�t ⌘ trec � ttag = �l/��c (17)

where trec (ttag) is the decay time of the fully reconstructed (tagging) B meson and �l is the 1877

distance between the two B decay vertices in the boost direction. The largest contribution 1878

to the �t resolution comes from the tagging B vertex fit. In the decay tree of a B meson we 1879

can divide the tracks in three groups: tracks originating from the B decay, including the ones 1880

coming from decay vertices indistinguishable from the B (e.g. µ+ and µ� in B0 ! [J/ ! 1881

µ+µ�]K0
S
); tracks originating from D mesons and tracks originating from K0

S
decays. We 1882

perform the tag side vertex fit using the RAVE Adaptive Vertex Fit algorithm, giving as input 1883

all the tracks with at least one hit in the PXD, not used for the fully reconstructed B, apart 1884

from the ones that originate from K0
S

decays, excluded with a veto on the invariant mass of 1885

all the combinations of two tracks with opposite charge. In the case of a non-converging fit, 1886

tracks that do not have associated PXD hits are also used. 1887

In order to reduce as much as possible the weight of the tracks originating from D mesons, 1888

we constrain the fit to a region defined by an ellipsoid around the boost direction (Figure 36), 1889

where the B has an higher probability to decay than a possible D meson. This constraint acts 1890

as a weight in the final �2; 1� corresponds to 1.6 times the B0 lifetime in the boost direction 1891

and to the beam spot size in the orthogonal directions. In the case of non converging fit, the 1892

constraint is redefined enlarging its size in the boost direction, becoming virtually equivalent 1893

to a cylinder, and the fit is performed again. 1894

We obtain, for the tag side vertex fit of correctly reconstructed B mesons, a bias of 6 µm 1895

and a resolution of 53µm, independent of the signal B decay mode. The total e�ciency is 1896

96%, flat on �t. Figure 37 (left) shows the residuals of the tagging B vertex fit of fully 1897

reconstructed B0 ! [J/ ! µ+µ�][K0
S

! ⇡+⇡�]. 1898

The sensitivity to the time-dependent CP violating parameters of Eqn. 278 in Sec. 10.1 1899

strongly depends on the detector resolution of the �t distribution, the last depending (eq. 17) 1900

on the resolution of the distance of the decay vertices of the two B mesons. The reduced 1901
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Fig. 35: J/ ! µ+µ� vertex fit residuals: resolution = 26 µm. The fit is performed using the

sum of three Gaussian functions. The values of the shift and resolution are defined as the

weighted averages of the mean values and the standard deviations of the three functions.

6.2.3. Vertex fit of the tagging B. To be sensitive to time-dependent CP violating e↵ects, 1873

the vertex resolution must be su�cient to resolve the oscillations of the neutral B mesons 1874

in the decay time distribution, performing the measurement of the distance between their 1875

decay vertices and using the relation 1876

�t ⌘ trec � ttag = �l/��c (17)

where trec (ttag) is the decay time of the fully reconstructed (tagging) B meson and �l is the 1877

distance between the two B decay vertices in the boost direction. The largest contribution 1878

to the �t resolution comes from the tagging B vertex fit. In the decay tree of a B meson we 1879

can divide the tracks in three groups: tracks originating from the B decay, including the ones 1880

coming from decay vertices indistinguishable from the B (e.g. µ+ and µ� in B0 ! [J/ ! 1881

µ+µ�]K0
S
); tracks originating from D mesons and tracks originating from K0

S
decays. We 1882

perform the tag side vertex fit using the RAVE Adaptive Vertex Fit algorithm, giving as input 1883

all the tracks with at least one hit in the PXD, not used for the fully reconstructed B, apart 1884

from the ones that originate from K0
S

decays, excluded with a veto on the invariant mass of 1885

all the combinations of two tracks with opposite charge. In the case of a non-converging fit, 1886

tracks that do not have associated PXD hits are also used. 1887

In order to reduce as much as possible the weight of the tracks originating from D mesons, 1888

we constrain the fit to a region defined by an ellipsoid around the boost direction (Figure 36), 1889

where the B has an higher probability to decay than a possible D meson. This constraint acts 1890

as a weight in the final �2; 1� corresponds to 1.6 times the B0 lifetime in the boost direction 1891

and to the beam spot size in the orthogonal directions. In the case of non converging fit, the 1892

constraint is redefined enlarging its size in the boost direction, becoming virtually equivalent 1893

to a cylinder, and the fit is performed again. 1894

We obtain, for the tag side vertex fit of correctly reconstructed B mesons, a bias of 6 µm 1895

and a resolution of 53µm, independent of the signal B decay mode. The total e�ciency is 1896

96%, flat on �t. Figure 37 (left) shows the residuals of the tagging B vertex fit of fully 1897

reconstructed B0 ! [J/ ! µ+µ�][K0
S

! ⇡+⇡�]. 1898

The sensitivity to the time-dependent CP violating parameters of Eqn. 278 in Sec. 10.1 1899

strongly depends on the detector resolution of the �t distribution, the last depending (eq. 17) 1900

on the resolution of the distance of the decay vertices of the two B mesons. The reduced 1901

83/665

σ = 26 μm
Belle II MC

DRAFT
9/

3/
20

18

6 Physics Analysis Software

)2M (GeV/c∆
0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009

Ev
en

ts
 (n

or
m

al
is

ed
)

0

0.02

0.04

0.06

0.08

0.1 No Constraint
 = 0.423 MeVM∆σ

Beam Constraint
 = 0.185 MeVM∆σ

)2M (GeV/c∆
0.002 0.003 0.004 0.005 0.006 0.007 0.008 0.009

Ev
en

ts
 (n

or
m

al
is

ed
)

0

0.01

0.02

0.03

0.04

0.05

0.06 Beam Constraint
 = 0.250 MeVM∆σ

Fig. 40: Mass di↵erence resolution for D⇤+ ! [D0 ! K+⇡�]⇡+ simulated events in Belle II

(left) and Belle (right). The distribution for unconstrained vertices is fit in blue while the

beamspot-constrained ones are in green.

 [cm]gen
sigl - rec

sigl
0.08− 0.06− 0.04− 0.02− 0 0.02 0.04 0.06 0.08

Ev
en

ts
 / 

( 0
.0

01
6 

cm
 )

0

200

400

600

800

1000 mµ  5.5 ±    
 = 38.2
l ∆

µ

mµ  18.0 ±    
 = 491.9l ∆σ

 [cm]gen
sigl - rec

sigl
0.08− 0.06− 0.04− 0.02− 0 0.02 0.04 0.06 0.08

Ev
en

ts
 / 

( 0
.0

01
6 

cm
 )

0

2000

4000

6000

8000

10000

12000

14000
mµ  0.5 ±    

 = 1.5
l ∆

µ

mµ  2.6 ±    
 = 75.5l ∆σ

Fig. 41: B0 vertex resolution in the boost direction of B0 ! ⇡0⇡0 with one of the two ⇡0

decaying Dalitz ⇡0 ! e+e��. Non constrained fit (left), and IPTube constrained fit (right).

B energy in the invariant mass calculation: 1961

Mbc =
q

E⇤2
beam � p⇤2

B (19)

For a correctly reconstructed B meson decay, the true values would be �E = 0 and Mbc = 1962

mB. In Figure 42 we can see the distribution for these observables for two sample decay 1963

channels: B+ ! [D0 ! K�⇡+]⇡+ and B+ ! [D0 ! K�⇡+⇡0]⇡+ for both Belle and Belle 1964

II MC. As we can see, the performance in channels such as the [D0 ! K�⇡+] is comparable 1965

between the two experiments. On the other hand, modes with neutral pions such as [D0 ! 1966

K�⇡+⇡0] show a significant improvement in the latest versions of the Belle II software, 1967

thanks to the less biased photon position reconstruction (see Sec. 5.4). The improvement 1968

on the distribution core is ⇠ 20% on Mbc and ⇠ 50% on �E for this particular channel. 1969

Improvements in neutral particles reconstruction of this nature directly impact both signal 1970

and tag reconstruction in modes where they are present. 1971
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mB. In Figure 42 we can see the distribution for these observables for two sample decay 1963
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II MC. As we can see, the performance in channels such as the [D0 ! K�⇡+] is comparable 1965

between the two experiments. On the other hand, modes with neutral pions such as [D0 ! 1966

K�⇡+⇡0] show a significant improvement in the latest versions of the Belle II software, 1967

thanks to the less biased photon position reconstruction (see Sec. 5.4). The improvement 1968

on the distribution core is ⇠ 20% on Mbc and ⇠ 50% on �E for this particular channel. 1969

Improvements in neutral particles reconstruction of this nature directly impact both signal 1970
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• Current measurements are statistically limited 
• Dominant systematics from: 

• MC statistics ⟶  larger at Belle II 
• limited knowledge of B ->D** l nu and B-

>D(*) Xc bkg ⟶  dedicated studies with 
large data sample at Belle II 

• Study kinematic distributions, polarization

1 Leptonic and Semileptonic B Decays

Table 10: Expected precision on RD(⇤) and P⌧ (D⇤) at Belle II. The first and the second values

are the expected statistical and the systematic errors, respectively. These expectations are

shown as the relative (absolute) values for RD(⇤) (P⌧ (D⇤)).

5 ab�1 50 ab�1

RD (6.0 ± 3.9)% (2.0 ± 2.5)%

RD⇤ (3.0 ± 2.5)% (1.0 ± 2.0)%

P⌧ (D⇤) 0.18 ± 0.08 0.06 ± 0.04

R(D)
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R
(D

*)

0.2

0.25

0.3

0.35

0.4

0.45

0.5
Belle II Projection
Belle Combination
Babar
LHCb
World Combination
SM prediction: PRD92 054410 (2015), PRD85 094025 (2012)

 contoursσ1 

ICHEP 2016 Preliminary

R(D*)

0.2 0.25 0.3 0.35 0.4

(D
*)

τP

1−

0.5−

0

0.5

1
Belle II Projection
Belle Combination
SM prediction: PRD85 094025 (2012), PRD87 034028 (2013)
Scalar
Vector
Tensor}PRD87 034028 (2013)

Fig. 8: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are also indicated by the black dots with error bars. In the right panel, the new physics

scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospect. Based on the existing results from Belle and expected improvements at 523

Belle II, we estimate precisions in the RD(⇤) and P⌧ (D⇤) measurements as shown in Table 10. 524

In Fig. 8, the expected precisions at Belle II are compared to the current results and the SM 525

expectations. The RD(⇤) precision will be comparable to the current theoretical uncertainty 526

in the SM expectations. Furthermore, using information of P⌧ (D⇤), discrimination of the 527

new physics scenarios may be possible. In the estimates for P⌧ (D⇤), no improvement in the 528

systematic uncertainty arising from the hadronic B decays with three or more ⇡0, ⌘ and � is 529

assumed. However, although challenging, understanding for these modes may be improved by 530

the future measurements at Belle II and the systematic uncertainty will be further reduced. 531

As shown in Fig. 6, the Belle analyses of B ! D(⇤)⌧⌫⌧ largely rely on the E
ECL

shape 532

in discrimination of the signal from the background events. One of the possible problem 533

at Belle II is therefore e↵ects from the large beam-induced background onto E
ECL

. Deep 534

understanding of the beam background will be essential. 535

With high statistics of the Belle II data, the new physics scenarios can be also precisely

tested with q2 distributions. Figure 9 is demonstration of the statistical precision of the

q2 measurement with 50 ab�1 data based on a toy-MC study. A quantitative estimation

for future sensitivity to search for new physics by B̄ ! D(⇤)⌧ ⌫̄ is shown in Fig. 10 [66]. In

the figure, it is shown that the regions of CX are probed by the ratios (red) and the q2
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Table 12: Expected precision of RD(⇤) and P⌧ (D⇤) at Belle II, given as the relative uncertainty

for RD(⇤) and absolute for P⌧ (D⇤). The values given are the statistical and systematic errors

respectively.

5 ab�1 50 ab�1

RD (±6.0 ± 3.9)% (±2.0 ± 2.5)%

RD⇤ (±3.0 ± 2.5)% (±1.0 ± 2.0)%

P⌧ (D⇤) ±0.18 ± 0.08 ±0.06 ± 0.04

R(D)
0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6

R
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Fig. 10: Expected Belle II constraints on the RD vs RD⇤ plane (top) and the RD⇤ vs P⌧ (D⇤)

plane (bottom) compared to existing experimental constraints from Belle. The SM predic-

tions are indicated by the black points with theoretical error bars. In the right panel, the

NP scenarios “Scalar”, “Vector” and “Tensor” assume contributions from the operators OS
1

,

OV
1

and OT , respectively.

Future prospects. Based on the existing results from Belle and the expected statistical 550

and experimental improvements at Belle II, we provide estimates of the precision of RD(⇤) 551

and P⌧ (D⇤) in Table 12 for two integrated luminosities. In Fig. 10, the expected precisions 552

at Belle II are compared to the current results and the SM expectations. The RD(⇤) precision 553

will be comparable to the current theoretical uncertainty. Furthermore, precise polarisation 554

measurements, P⌧ (D⇤), and decay di↵erentials will provide further discrimination of NP 555

scenarios. In the estimates for P⌧ (D⇤), we take the pessimistic scenario that no improvement 556

to the systematic uncertainty arising from hadronic B decays with three or more ⇡0, ⌘ and 557

� can be achieved. However, although challenging, our understanding of these modes should 558

be improved by future measurements at Belle II and hence the systematic uncertainty will 559

be further reduced. As shown in Fig. 8, the Belle analyses of B ! D(⇤)⌧⌫⌧ largely rely on 560

the E
ECL

shape in discrimination of the signal from the background events. One possible 561

challenge at Belle II is therefore to understand the e↵ects from the large beam-induced 562

background onto E
ECL

. From studies of B ! ⌧⌫, shown earlier in this section, E
ECL

should 563

be a robust observable. 564

With the Belle II data set NP scenarios can be also precisely tested with q2 (and other

di↵erential) distributions. Figure 11 shows a demonstration of the statistical precision of

the q2 measurement with 50 ab�1 data based on a toy-MC study with the hadron tag

based analysis. A quantitative estimation of the future sensitivity to NP in B̄ ! D(⇤)⌧ ⌫̄
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5 ab-1 50 ab-1

R(D) (6.0 +/- 3.9)% (2.0 +/- 2.5)%

R(D*) (3.0 +/- 2.5)% (1.0 +/- 2.0)%

Pτ (D*) 0.18 +/- 0.08 0.06 +/- 0.04

Errors @ Belle II
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10.8. New Physics Sensitivity
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Figure 10.51: Background-subtracted q2 distributions of the ⌧ signal in the region of
M2

miss

> 0.85 GeV2 c�4. The distributions have been efficiency corrected and
normalized to the fitted yield. The histogram is the respective expected dis-
tribution from signal MC. Left: Standard model result, right: New Physics
result with tan �/mH+ = 0.5 c2 GeV�1.
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RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit
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values in this alternate model are

R(D) = 0.329± 0.060(stat.)± 0.022(syst.) (14)

R(D⇤) = 0.301± 0.039(stat.)± 0.015(syst.) . (15)

The e↵ect on the measured R(D⇤) value is very small
but the measured value for R(D) is significantly lower.
For the prediction in the 2HDM of type II, we use for-
mula (20) in Ref. [11]; the expected values are

R(D)2HDM = 0.590± 0.125 (16)

R(D⇤)2HDM = 0.241± 0.007 . (17)

Figure 7 shows the predictions of R(D) and R(D⇤) as a

function of tan�/mH+ for the type II 2HDM, together
with our results for the two studied values of 0 (SM)
and 0.5 c2/GeV. In contrast to BaBar’s measurements,
our results are compatible with the type II 2DHM in the
tan�/mH+ regions around 0.45 c2/GeV and zero.

The observable most sensitive to NP extensions of the
SM with a scalar charged Higgs is q

2. We estimate the
signal q2 distributions by subtracting the background, us-
ing the distributions from simulated data and the yields
from the fit procedure, and correcting the distributions
using e�ciency estimations from simulated data. The
D

+
`

� and D

0
`

� samples and the D

⇤+
`

� and D

⇤0
`

�

M2miss> 2 GeVM2miss> 0.85 GeV
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values in this alternate model are

R(D) = 0.329± 0.060(stat.)± 0.022(syst.) (14)

R(D⇤) = 0.301± 0.039(stat.)± 0.015(syst.) . (15)

The e↵ect on the measured R(D⇤) value is very small
but the measured value for R(D) is significantly lower.
For the prediction in the 2HDM of type II, we use for-
mula (20) in Ref. [11]; the expected values are

R(D)2HDM = 0.590± 0.125 (16)

R(D⇤)2HDM = 0.241± 0.007 . (17)

Figure 7 shows the predictions of R(D) and R(D⇤) as a

function of tan�/mH+ for the type II 2HDM, together
with our results for the two studied values of 0 (SM)
and 0.5 c2/GeV. In contrast to BaBar’s measurements,
our results are compatible with the type II 2DHM in the
tan�/mH+ regions around 0.45 c2/GeV and zero.

The observable most sensitive to NP extensions of the
SM with a scalar charged Higgs is q

2. We estimate the
signal q2 distributions by subtracting the background, us-
ing the distributions from simulated data and the yields
from the fit procedure, and correcting the distributions
using e�ciency estimations from simulated data. The
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RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit
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to the poorly determined branching fractions to the dif-
ferent D

⇤⇤ states. The fit is therefore repeated several
times: twice for each D

⇤⇤ state, with its branching frac-
tions varied within its uncertainties. We use the follow-
ing uncertainties: 42.3% for D

⇤
2 , 34.6% for D

⇤
0 , 14.9%

for D1, 36.2% for D

0
1, and 100.0% for the radially ex-

cited D(2S) and D

⇤(2S). The best-fit variations in R

are used as systematic uncertainties. They are combined
quadratically and quoted in Table IV as “D⇤⇤ composi-
tion.”

All fixed factors used in the fit are varied by their un-
certainty (arising from the MC sample size). The influ-

ence of the uncertainty of these factors is shown indi-
vidually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty;
the e�ciency ratios f

D+,0

and f

D⇤+,0

e↵ and the cross-
feed probability ratios g+,0 give the largest contributions,
comparable to the D

⇤⇤ composition and D

(⇤(⇤))
`⌫ shape

uncertainties.

To evaluate the e↵ect of PDF uncertainties, the shapes
of all components are modified and the fit is repeated.
The nominal fit uses smoothed-histogram PDFs inM

2
miss;

here, these are replaced by unsmoothed-histogram PDFs.
The variation of the best-fit R is taken as the symmetric
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FIG. 2. Fit projections and data points with statistical uncertainties in the D

⇤+
`

� (top) and D

⇤0
`

� (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85GeV2/c4; right: o0NB distribution for M2

miss > 0.85GeV2/c4.

systematic uncertainty for “M2
miss shape” in Table IV.

For the o

0
NB alternate model, we replace the bifurcated

Gaussians by kernel-estimator functions with adaptive
bandwidth. Again, the deviation from the nominal fit
value is taken as the symmetric systematic uncertainty
for “o0NB shape” in Table IV. It is among the dominant
systematic uncertainties.

The identification e�ciencies for primary and sec-
ondary leptons are slightly di↵erent between simulated
and real data. This di↵erence a↵ects the measurement
by modifying the e�ciency ratios. It has been calibrated
for di↵erent lepton kinematics and run conditions using

J/ ! `

+
`

� decays, leading to a 0.5% relative uncer-
tainty in R(D) and R(D⇤).

The correlations of R(D) and R(D⇤) for each item-
ized systematic-uncertainty contribution are given in the
last column of Table IV. These are calculated using 500
pseudoexperiments, with two exceptions: the shape un-
certainties are assumed to be uncorrelated while the lep-
ton ID e�ciencies are assumed to be 100% correlated
between R(D) and R(D⇤). The total correlation of the
systematic uncertainties is �0.32.
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Figure B.13: Fit projections for q2 in all four reconstruction samples. The region above
M2

miss

= 0.85 GeV2 c�4 is used.
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in all four reconstruction samples. The region above
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= 2.0 GeV2 c�4 is used.
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• B→ D τ+ ν : 320 ± 50(stat. - approx.) events 

• B → D* τ+ ν : 503 ± 65 (stat. approx. ) events 
(includes feed-down to D channel)

• Signal/Normalisation separation 
based on NB classifier and M2Miss 

• B→D** l ν not directly constrained.

B→τ LAL Orsay 2017 Phillip URQUIJO

B → D* τ– ν with hadronic tag, τ → l ν ν
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RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit

12

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts

5

10

15

20

25
ντ D*→B
ντ D→B
ν D*l→B
ν Dl→B

other BG
ν D**l→B

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts

2

4

6

8

10

12

14

16

18

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts

10

20

30

40

50

60

70

80

90

 (GeV)ECLE
0 0.2 0.4 0.6 0.8 1 1.2

Ev
en

ts

5

10

15

20

25

30

35

FIG. 4. Projections of the fit results and data points with statistical uncertainties in a signal-enhanced region of M2
miss >

2.0GeV2/c4 in the EECL dimension. Top left: D+
`

�; top right: D⇤+
`

�; bottom left: D0
`

�; bottom right: D⇤0
`

�.

values in this alternate model are

R(D) = 0.329± 0.060(stat.)± 0.022(syst.) (14)

R(D⇤) = 0.301± 0.039(stat.)± 0.015(syst.) . (15)

The e↵ect on the measured R(D⇤) value is very small
but the measured value for R(D) is significantly lower.
For the prediction in the 2HDM of type II, we use for-
mula (20) in Ref. [11]; the expected values are

R(D)2HDM = 0.590± 0.125 (16)

R(D⇤)2HDM = 0.241± 0.007 . (17)

Figure 7 shows the predictions of R(D) and R(D⇤) as a

function of tan�/mH+ for the type II 2HDM, together
with our results for the two studied values of 0 (SM)
and 0.5 c2/GeV. In contrast to BaBar’s measurements,
our results are compatible with the type II 2DHM in the
tan�/mH+ regions around 0.45 c2/GeV and zero.

The observable most sensitive to NP extensions of the
SM with a scalar charged Higgs is q

2. We estimate the
signal q2 distributions by subtracting the background, us-
ing the distributions from simulated data and the yields
from the fit procedure, and correcting the distributions
using e�ciency estimations from simulated data. The
D

+
`

� and D

0
`

� samples and the D

⇤+
`

� and D

⇤0
`

�

M2miss> 2 GeVM2miss> 0.85 GeV
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values in this alternate model are

R(D) = 0.329± 0.060(stat.)± 0.022(syst.) (14)

R(D⇤) = 0.301± 0.039(stat.)± 0.015(syst.) . (15)

The e↵ect on the measured R(D⇤) value is very small
but the measured value for R(D) is significantly lower.
For the prediction in the 2HDM of type II, we use for-
mula (20) in Ref. [11]; the expected values are

R(D)2HDM = 0.590± 0.125 (16)

R(D⇤)2HDM = 0.241± 0.007 . (17)

Figure 7 shows the predictions of R(D) and R(D⇤) as a

function of tan�/mH+ for the type II 2HDM, together
with our results for the two studied values of 0 (SM)
and 0.5 c2/GeV. In contrast to BaBar’s measurements,
our results are compatible with the type II 2DHM in the
tan�/mH+ regions around 0.45 c2/GeV and zero.

The observable most sensitive to NP extensions of the
SM with a scalar charged Higgs is q

2. We estimate the
signal q2 distributions by subtracting the background, us-
ing the distributions from simulated data and the yields
from the fit procedure, and correcting the distributions
using e�ciency estimations from simulated data. The
D

+
`

� and D

0
`

� samples and the D

⇤+
`

� and D

⇤0
`

�
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RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit
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� (bottom) data samples.
Left: M2

miss distribution for M2
miss < 0.85GeV2/c4; right: o0NB distribution for M2

miss > 0.85GeV2/c4.

to the poorly determined branching fractions to the dif-
ferent D

⇤⇤ states. The fit is therefore repeated several
times: twice for each D

⇤⇤ state, with its branching frac-
tions varied within its uncertainties. We use the follow-
ing uncertainties: 42.3% for D

⇤
2 , 34.6% for D

⇤
0 , 14.9%

for D1, 36.2% for D

0
1, and 100.0% for the radially ex-

cited D(2S) and D

⇤(2S). The best-fit variations in R

are used as systematic uncertainties. They are combined
quadratically and quoted in Table IV as “D⇤⇤ composi-
tion.”

All fixed factors used in the fit are varied by their un-
certainty (arising from the MC sample size). The influ-

ence of the uncertainty of these factors is shown indi-
vidually in Table IV. Most factors—especially the fixed
yields—have little influence on the overall uncertainty;
the e�ciency ratios f

D+,0

and f

D⇤+,0

e↵ and the cross-
feed probability ratios g+,0 give the largest contributions,
comparable to the D

⇤⇤ composition and D

(⇤(⇤))
`⌫ shape

uncertainties.

To evaluate the e↵ect of PDF uncertainties, the shapes
of all components are modified and the fit is repeated.
The nominal fit uses smoothed-histogram PDFs inM

2
miss;

here, these are replaced by unsmoothed-histogram PDFs.
The variation of the best-fit R is taken as the symmetric
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systematic uncertainty for “M2
miss shape” in Table IV.

For the o

0
NB alternate model, we replace the bifurcated

Gaussians by kernel-estimator functions with adaptive
bandwidth. Again, the deviation from the nominal fit
value is taken as the symmetric systematic uncertainty
for “o0NB shape” in Table IV. It is among the dominant
systematic uncertainties.

The identification e�ciencies for primary and sec-
ondary leptons are slightly di↵erent between simulated
and real data. This di↵erence a↵ects the measurement
by modifying the e�ciency ratios. It has been calibrated
for di↵erent lepton kinematics and run conditions using

J/ ! `

+
`

� decays, leading to a 0.5% relative uncer-
tainty in R(D) and R(D⇤).

The correlations of R(D) and R(D⇤) for each item-
ized systematic-uncertainty contribution are given in the
last column of Table IV. These are calculated using 500
pseudoexperiments, with two exceptions: the shape un-
certainties are assumed to be uncorrelated while the lep-
ton ID e�ciencies are assumed to be 100% correlated
between R(D) and R(D⇤). The total correlation of the
systematic uncertainties is �0.32.
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Figure B.13: Fit projections for q2 in all four reconstruction samples. The region above
M2

miss

= 0.85 GeV2 c�4 is used.
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Figure B.14: Fit projections for E
ECL

in all four reconstruction samples. The region above
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B. Control Plots
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Figure B.13: Fit projections for q2 in all four reconstruction samples. The region above
M2

miss

= 0.85 GeV2 c�4 is used.
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Figure B.14: Fit projections for E
ECL

in all four reconstruction samples. The region above
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= 2.0 GeV2 c�4 is used.
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Un-subtracted q2 distributions 

M. Huschle, PhD Thesis (2015) 
Belle PRD 92, 072014 (2015)

• B→ D τ+ ν : 320 ± 50(stat. - approx.) events 

• B → D* τ+ ν : 503 ± 65 (stat. approx. ) events 
(includes feed-down to D channel)

• Signal/Normalisation separation 
based on NB classifier and M2Miss 

• B→D** l ν not directly constrained.
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Fig. 11: On the left is the B ! D⌧⌫ q2 distribution in the hadronic tag analysis and ⌧� !
`�⌫̄`⌫⌧ with the full Belle data sample [32]. On the right is the projection to the 50 ab�1 of

the Belle II data. In both panels, the solid histograms show the predicted distribution shape

with the 2HDM of type II at tan �/mH± = 0.5 (GeV/c2)�1. In the right panel, pseudo-data

are shown based on the SM hypothesis.

is shown in Fig. 12 [71]: it shows the regions of CX that are probed by the ratios (red)

and the q2 distributions (blue) at Belle II with 5 ab�1 (dashed lines) and 50 ab�1 (solid

lines) respectively, at 95% CL3. One finds that the distributions are very sensitive to all NP

scenarios, including those with new scalar and tensors. NP contributions that enters in CX

can be described as

CX ⇡ 1

2
p

2GFVcb

gg0

M2

NP

, (49)

where g and g0 denote the couplings of new heavy particles to quarks and leptons respectively565

(at the NP mass scale M
NP

). Assuming couplings of g, g0 ⇠ 1, one finds that the Belle II NP566

mass scale reach, M
NP

⇠ (2
p

2GFVcbCX)�1/2, is about 5 – 10 TeV.567

1.5.2. B ! ⇡⌧⌫. Authors: R. Watanabe (th.), F. Bernlochner (exp.)568

As is presented above, discrepancies in the b ! c⌧⌫ processes with the SM predictions569

have been reported by the B physics experiments. It is therefore natural to expect that the570

b ! u⌧⌫ processes may also provide hints of NP.571

A limit on the branching fraction of B ! ⇡⌧ ⌫̄ has been determined by the Belle collabora-572

tion, Ref. [72]. They observed no significant signal and obtained the 90% CL upper limit as573

B(B ! ⇡⌧ ⌫̄) < 2.5 ⇥ 10�4. Alternatively, one obtains B(B ! ⇡⌧ ⌫̄) = (1.52 ± 0.72 ± 0.13) ⇥574

10�4, where the first error (along with the central value) is statistical and the second is575

systematic (8%).576

Evaluation of the form factors for the B ! ⇡ transition have been performed using QCD

predictions and experimental data. In the recent lattice studies of Refs. [73, 74], the authors

have computed the vector and tensor amplitudes for B ! ⇡ defined earlier in this chapter.

In their studies the form factors are parametrised in the model independent BCL expansion

3 To see how small a NP contribution that can be probed, the central values of the experiment are
assumed to be those of the SM while the experimental errors, extracted from the BaBar data [46] for
q2 distributions and given as the world average [8] for the ratios, are luminosity scaled. See Ref. [71]
for further details of the analysis.
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All events Background-subtracted (stat. error only) Belle II @ 50 ab-1

• Currently very hard to compare signal observables due to 
limited statistics 

• Expect improvement with Belle II luminosity

Belle@Hadronic (τ ⟶ l)

Differential measurements



Giacomo Caria University of Melbourne10/04/2018

B ⟶ π τ ν @ Belle II

28

• Both tagged and untagged measurements report 

significant improvement in  reconstruction 

efficiency    (~ 2x) 

• Measurements will be systematically limited at Belle 

II statistics

Rπ (5 ab-1) = 0.64 +/- 0.23 

Rπ (50 ab-1) = 0.64 +/- 0.09



Giacomo Caria University of Melbourne10/04/2018

Conclusion
• B factories have discovered anomalies in b ⟶ c tau nu, but 

also b ⟶ u tau nu can be probed for charged Higgs effects 

• SuperKEKB will have a 40-fold increase in luminosity w.r.t. to 
KEKB, Belle II expects improvement for reconstruction 
hardware and software sides 

• A new BDT-based tagging algorithm with higher efficiency 
will be used on Belle (II) data  

• Lepton efficiency and  pion background rejection, together 
with mass resolution for D(*) are key reconstruction topics 

• Expect much higher statistics for observables that are 
fundamental to distinguish new physics
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