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Recent (past 2 years) & upcoming measurements

• B → D l ν  
• Hadron tagged, Belle (2016 PRD) 

• B → D* l ν  
• Hadron tagged, Belle (2017 preliminary) 

• B → D** l ν  
• B→D(*)ππ l ν, Hadron tagged, Babar (2016 PRL) 
• B→D(*)π l ν, Hadron tagged, Belle (2018 submitted to PRD) 

• Expected from B-factories 
• B → D* l ν full differentials (untagged), more tests for new physics in e/µ 

channels. 

• + many more studies from Belle II
2
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|Vcb| and Form Factors
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Finite Masses:
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Luke's theorem

 w=1

w=1.5

Normalisation:
(heavy quark limit)

ℓ

ℓ

B

D*

D*ν

ν

“Isgur-Wise
  function”

 => Idea: extract |V
cb

| ξ (w)  at zero recoil
      

1. Phase space near w=1   
    prefers
    (Actually, why?)

2. For many years:                  preferred due    
                              to smaller FF uncertainties
Situation has changed (Lattice QCD):  

BD* l

G 1=1.074±0.018±0.015
F 1=0.91±0.035

3. Experimental BG: present methods prefer
      

w=1=1

w=v Bv D

BD* l
BGL, Boyd, Grinstein, Lebed Phys.Rev.Lett 74, 4603 (1995) 

CLN, Caprini, Lellouch, Neubert Nucl.Phys.B530, 153 (1998) 

Coefficient ain free parameters: Unitarity bounds the sum of ain2.

G(w) = G(1)[1� 8�2z + (51�2 � 10)z2 � (252�2 � 84)z3], z =
�

w + 1�
�

2
�

w � 1 +
�

2
F (w) = ...Use HQET to reduce number of free parameters.



MITP 2018, Belle II Phillip URQUIJO

Belle II General Status and Timeline

4

SuperKEKB/Belle II Schedule
7

Phase	1	(w/o	final	focusing	Q,	w/o	Belle	II):	
-	Accelerator	system	test	and	basic	tuning,	
-	Vacuum	scrubbing,	
-	Low	emittance	tuning,	and	
-	Beam	background	studies

Phase	2	(w/	final	focusing	Q,	w/Belle	II	but	
background	monitors	instead	of	vertex	
detectors)	
-	Verification	of	nano-beam	scheme	

target:	L>1034	cm-2s-1	
-	Understand	beam	background	especially	in	
vertex	detector	volume

・・・�2016�

JFY2016�
2017� 2018� 2019�

JFY2017� JFY2018� JFY2019�Japan	FY �

Calendar	year�

Summer	shutdown	
(power	saving)�

Summer	shutdown	
(power	saving)�

phase	1� phase	2	(MR) � phase	3�

MR	renovation	for	phase	2,	including	
installation	of	QCS	and	Belle	II	

w/o	QCS	
w/o	Belle	II�

w/	QCS	
w/	Belle	II	(no	VXD) �

w/	full	Belle	II�

DR	commissioning�DR	installation	&	startup �

MR	startup � VXD	installation �HER	start�
LER	start�

(end	Feb.	–	mid	Jul.	2018)�

Summer	shutdown	
(power	saving)�

Power	saving	
after	mid	July	2018�

phase	3	operation	
9	months	/	year	�Phase 1 Beam Background Study

7- detector system providing :
• Thermal neutron rate
• Fast neutron tracking
• Neutral and charged dose rates
• EM spectrum and dose
• Bunch-by-bunch injection background
• More…

10

Interaction region during Phase 1 Beam background
Change beam size to decompose Touschek 
(intra-bunch Coulomb) and beam-gas 
scatterings  

LER(e+)

HER(e-)

Beam Exorcism for A Stable ExperimenT
Dedicated Background Monitors

Beam scrubbing

Phase 1

• Phase 2 (w/final focusing Q, w/Belle II, w/ partial Si configuration & 
background monitors) 

• Verification of nano-beam scheme 

• Target L> 1034 cm-2s-1 

• Understand beam background and its luminosity scaling - 
particularly in VXD volume.



MITP 2018, Belle II Phillip URQUIJO

Detector installation activities

5

Readout Integration
• Readout integration of installed sub-detectors and central DAQ is in 

progress.
• Global cosmic ray runs with B=1.5 Tesla in July and August, 2017. 

• Trigger rate at ~100Hz → plan to do stress test up to 30kHz

17

KLM

KLM

TOP

TOP

CDC

CDC

ECL

Belle II control room Typical cosmic ray eventReadout integration: cosmic

Status of  VXD production 
SVD
• Ladder production: completed at 3 out of 5 sites.

• will be finished by Feb. 2018.

• Ladder mount started (Sep.7, 2017)

• L3 mount completed (Sep.19, 2017)

• Completion of the 1st half shell (Dec. 2017)

• Completion of the 2nd half shell (Apr. 2018)

16

Ladder mount tools and procedures have 
undergone a series of technical reviews and 
were finally approved on Sep 5, 2017

PXD
• Almost twice the required number of prime grade 

sensors

• 40 sensors are required.

• Module assembly has started

• Module assembly yield is ~100% so far

• Arrival of the assembled PXD at KEK:  mid. of 
April, 2018

DEPFET sensor wafer 
produced at MPG-HLL 
(Munich)

Two PXD sensor glued 
together to make a module

SVD Ladder mount ARICH installation

Belle II Roll-In

Belle	II	rolled-in	to	the	beam	line	on	April	11th,	2017	
One	of	the	most	significant	milestones	in	the	construction	phase

12

April 11, 2017

Belle II Roll-in

Field Measurement of QCS + Solenoid
• The QCS system is the key ingredient of the nano-beam collisions.

• 55 superconducting coils in 2 cryostats
• Performance test of the QCS system carried out May - August, 2017.

• Cool-down and excitation together with the Belle II solenoid at 1.5 T.
• Careful magnetic field measurements with Single Stretched Wire 

(SSW), Harmonic coils and hall probe.

13

SSW
A Φ0.1mm BeCu wire stretched 
on the beam line through the 
two cryostats, moved in the field 
to measure the center and angle 
from induced voltage.
(collaboration with Fermilab)

Harmonic coils
The multipole field components as the 
error components were measured with 
the 6 harmonic coils. 

QCS solenoid





Control room, 14/2/2018Start of Phase II



TOP

CDC

SVD, PXD

SVD hits

Cosmic rays, 10/02/2018

Zoom
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LER and HER current: 8 April 2018

9

HER

LER

http://www-
linac.kek.jp/skekb/
snapshot/ring.html
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SuperKEKB / Belle II Luminosity projections

10

5-10 ab-1 
Major Milestone

Fu
ll 

de
te

ct
or

N
o 

VX
D

Phase 2: 
Peak luminosity reaches  

1 x 1034 cm-2s-1 (Belle) 
20 fb-1  for physics near Y(4S)

Phase 3: 
50 ab-1 by 2025 

50x Belle, 100x Babar 

Early 2019: “Phase 3”

Feb 2018: Global cosmic ray runs. 
March 2018: First beams. 
April 2018: First collisions 
July 2018: End of commissioning run.

Flavour MILESTONE
5-10 ab-1

All 2018 dates are tentative
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Analysis requirements
•  Reconstruction 

• Low pT tracking for D* 

• Curling track rejection for excess track veto 

• e/µ ID, particularly < 1 GeV leptons from τ   

• γ clusters for EECL  

• Beam background mitigation 

• π0 selection for D and D*-π0slow 

• Analysis  

• B tagging methods 

• Vertex fitting (B, D … τ maybe)  

• MVA’s used in all recent signal analyses 

• I discuss current reconstruction performance, new algorithms under development and naive 
projections.

11
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Muon identification
• Muons are the easiest to identify 

• Little to no radiation (heavy) 

• Stable within particle detectors 

• No strong interactions in absorber material 

• In B-factories, need p > 700 MeV/c to reach muon detectors 

• ECL not used for µID at Belle → to be used in Belle II.

12
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Fig. 15: Muon e�ciency (solid, left-axis scale) and pion fake rate (dashed, right-axis scale)

for three values of the log-likelihood-di↵erence cut: �min = 0 (black), 10 (blue), and 20 (red)

as a function of momentum (top left), polar angle (top right), and azimuthal angle (bottom

left). Muon ine�ciency as a function of � vs ✓ (bottom right), illustrating the geometric

ine�ciencies at the sector boundaries (8 horizontal enhancements in the barrel; 4 horizontal

enhancements in each endcap) and in the vicinity of the solenoid chimney.

describe the full-width half-max and the mean of the Gaussian (CB) function, respectively.612

↵ describes the length of the tail, n describes the slope of the tail, and fr is the fraction of613

the convoluted probability distribution function which is taken from the CB function.614

These parameters vary with momentum and polar angle of the ECL shower associated615

with the electron. As such, a data file was created which contains the fit parameters for all616

possible combinations of 39 di↵erent momentum ranges and 4 di↵erent polar angle ranges.617

The closest combinatorial range is chosen by the ECL Electron ID Module and the associated618

stored parameters are used in fitting the E/p distribution of the unknown particle. Finally,619

a fit quality is used to calculate a log likelihood for determining the type of particle cause620

the ECL shower.621

Separation between electrons and muons is quite good for su�ciently energetic parti-622

cles (i.e. muons with p > 0.3 GeV/c which are thus able to reach the KLM). Separation623

between electrons and pions, however, is much more di�cult. This is particularly true for624
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Fig. 15: Muon e�ciency (solid, left-axis scale) and pion fake rate (dashed, right-axis scale)

for three values of the log-likelihood-di↵erence cut: �min = 0 (black), 10 (blue), and 20 (red)

as a function of momentum (top left), polar angle (top right), and azimuthal angle (bottom

left). Muon ine�ciency as a function of � vs ✓ (bottom right), illustrating the geometric

ine�ciencies at the sector boundaries (8 horizontal enhancements in the barrel; 4 horizontal

enhancements in each endcap) and in the vicinity of the solenoid chimney.

describe the full-width half-max and the mean of the Gaussian (CB) function, respectively.612

↵ describes the length of the tail, n describes the slope of the tail, and fr is the fraction of613

the convoluted probability distribution function which is taken from the CB function.614

These parameters vary with momentum and polar angle of the ECL shower associated615

with the electron. As such, a data file was created which contains the fit parameters for all616

possible combinations of 39 di↵erent momentum ranges and 4 di↵erent polar angle ranges.617

The closest combinatorial range is chosen by the ECL Electron ID Module and the associated618

stored parameters are used in fitting the E/p distribution of the unknown particle. Finally,619

a fit quality is used to calculate a log likelihood for determining the type of particle cause620

the ECL shower.621

Separation between electrons and muons is quite good for su�ciently energetic parti-622

cles (i.e. muons with p > 0.3 GeV/c which are thus able to reach the KLM). Separation623

between electrons and pions, however, is much more di�cult. This is particularly true for624
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Electron identification

13

• Electrons are light: Final state radiation 

• Bremsstrahlung in material is likely 

• Measure too low momentum, Too low energy in calorimeter 

• Bremsstrahlung recovery partial fixes this 

• Belle: dE/dx + ECL + ACC + TOF used for e. 

• Belle II: TOP, ARICH, dE/dx, ECL-shower depth & Zernike moments → 
development for low momentum in progress.

Fig. 6: The number of EM radiation lengths X/X0 in front of the calorimeter as a function

of cos ✓, averaged over �.

where Ei is the energy of the i–th crystal and xi is the centre of the i–th crystal. It should 271

be noted that this position reconstruction is known to be biased towards the crystal centre 272

of the highest energy crystal in the shower. The cluster energy is reconstructed as the lin- 273

ear sum over all included crystals. The peak position of the reconstructed photon energy is 274

corrected to the true value in a subsequent step as a function of reconstructed polar angle 275

and energy. The cluster time tcluster is the time of the highest energetic crystal in the clus- 276

ter. Clusters with |tcluster| < 125 ns are rejected. Clusters are matched with tracks using a 277

GEANT based extrapolation routine. A cluster that contains a crystal hit an extrapolated 278

track is matched to that track. 279

280

The described calorimeter reconstruction does not perform optimally in a high background 281

environment and has various shortcomings (e.g. biased position reconstruction, simplistic 282

track matching, and oversimplified cluster splitting). The background distribution as func- 283

tion of polar angle ✓ in the ECL shown in Fig. ??. Several improvements have been introduced 284

to the ECL reconstruction with release-00-08-00. The new cluster algorithm reconstructs 285

connected regions (CR) starting with single crystals with an energy of at least 10.0 MeV 286

as seeds, as before. Surrounding crystals are added if their energy is above 0.5 MeV. This 287

procedure is continued if the added crystal energy is at least 1.5 MeV. If two CRs share a 288

crystal, they are merged. The optimal CR contains all deposited energy for a particle and 289

merges CRs from di↵erent particles only if di↵erent particles deposit energy in the shared 290

crystals. Each CR is then split into one or more clusters. 291

292

Each crystal in a CR that is a local energy maximum amongst its nearest neighbour crystals 293

serves as seed for one cluster. All crystals of the CR are assigned to each local maximum 294

10/??
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Fig. 19: Electron e�ciency against pion fake rate as calculated using the delta log likelihood.

This is shown for all particles, low-momentum particles, mid-momentum particles, and high-

momentum particles.

and timing information can be used in the future to provide particle lists of di↵erent e�-682

ciency and purity.683

684

The reconstruction of ⇡0s from ⇡0 ! �� is based on the combination of two photon candi-685

dates. For ⇡0 energies below about 1GeV the angular separation between the two photons686

is usually large enough to produce two non–overlapping ECL clusters. For ⇡0 energies above687

about 1 GeV but below about 2.5 GeV, the ECL clusters from the two photons overlap but688

can still be reconstructed as two separate photon candidates in the ECL. The ⇡0 energy can689

be directly reconstructed from the photon 4-momenta. The ⇡0 energy resolution is improved690

by performing a mass constrained fit of the two photon candidates to the nominal ⇡0 mass.691

It is planned to use multivariate classifiers to provide purer ⇡0 particle lists. A low photon692

energy threshold is mandatory to obtain a high ⇡0 e�ciency for generic B decays: A 50 MeV693

threshold for both photons results in a ⇡0 e�ciency of 76 %, 30 MeV in 93 % and 20 MeV in694

98 %.695

696

For ⇡0 energies above about 2.5 GeV, e.g. from B ! ⇡0⇡0, the two photon induced showers697

often do not have separate local maxima anymore and are reconstructed as one photon698

candidate. The ⇡0 energy can be deferred from the showers second moment shower shape699

variable that is available since release-00-08-00.700

1.6.2. K0
L identification. The identification of K0

L mesons is based on information collected701

by the KLM and ECL detectors. The detector material of the KLM provides > 3.9 hadronic702

inter action lengths �0 and the ECL provides ⇡ 0.8 �0.703

Multivariate methods are used to classify ECL clusters and KLM clusters according to their704

probability to originate from a K0
L.705
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1 Reconstruction Software
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Fig. 16: The E/p distribution for a variety of momentum ranges. We see that this is an

excellent discriminator for EID when 1 < p GeV/c however, for low-momentum particles,

the separation between distributions of various particle types is less distinct.

low-momentum particles where, as is seen in Fig. 16, the E/p distributions for di↵ering par- 625

ticle types are very similar. The di�culty in distinguishing electrons over pions is further 626

exemplified in Fig. 17, which shows the electron e�ciency for true electrons and true pions as 627

function of momentum. We see a high electron e�ciency and low pion misidentification for 628

momenta 1  p  3 GeV/c. At low momentum, the electron e�ciency drastically drops o↵ 629

as the radius of curvature of a low momentum electron in the presence of the magnetic field 630

is very small. Thus, for low-momentum electrons, the particle often doesn’t hit the ECL. 631

As was explained for the separation between muons and pions, a useful tool for charged 632

PID is consideration of the delta log likelihood. This is defined as � = ln (Le) � ln (L⇡), 633

where Le is the global electron likelihood and L⇡ is the global pion likelihood. For true 634

electrons, this quantity takes on positive values, while for true pions, it takes on negative 635

values. This is shown as a function of reconstructed particle momentum in Fig. 18, where 636

we again recognise the similarities in � for low momentum electrons and pions. 637

Moreover, we can represent the separation between electrons and pions by considering ROC 638

curves of electron e�ciency against pion fake rate for various momentum ranges. These ROC 639

curves were calculated using the delta log likelihood distributions for true electrons and true 640

pions. As such, we do not su↵er from issues associated with the polarity of the typical PID 641

25/34
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Beam background (MC 2017)

14

• Increases occupancy in inner Si layers - can degrade tracking. 

• Increases off-time energy deposition in the calorimeter.

Table 3: Beam background types (12th background campaign).

type source rate [MHz]

radiative Bhabha HER 1320

radiative Bhabha LER 1294

radiative Bhabha (wide angle) HER 40

radiative Bhabha (wide angle) LER 85

Touschek scattering HER 31

Touschek scattering LER 83

beam-gas interactions HER 1

beam-gas interactions LER 156

two-photon QED - 206

where s is an optional scaling factor. The number of background events added to a particular143

simulated event is then generated according to Poisson distribution with the mean N̄ . To144

simulate contributions from di↵erent bunches, the background events are shifted in time145

randomly within the time window. This means that all SimHits of a given background event146

are shifted by the same time and therefore the correlations between detector components147

are preserved. The discrete bunch nature is however neglected because of su�ciently small148

bunch spacing.149

The size of the time window depends on the detector component. It ranges from 100 ns150

(TOP) to 26 µs (ECL). To reduce CPU time we chose the time window of [�1.0, 0.8] µs,151

which fits the most detector components, except PXD and ECL; these two have time windows152

of [�17.6, 8.5] µs and [�10.0, 10.0] µs, respectively. Additional background samples are used153

for mixing the background outside the default time window in these two cases.154

Table 4 shows a comparison of the number of digitized hits (clusters for PXD and SVD)155

per event from beam–induced background with those from generic BB events.156

Table 4: Number of digitized hits per event for beam-induced background (12th background

campaign) and for generic BB events withount background. For PXD and SVD the clus-

ters are counted instead of digits. Numbers in parenthesis are without two–photon QED

background.

component background generic BB

PXD 10000 (580) 23

SVD 284 (134) 108

CDC 654 810

TOP 150 205

ARICH 191 188

ECL 3470 510

BKLM 484 33

EKLM 142 34

6/10
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two-photon QED - 206

where s is an optional scaling factor. The number of background events added to a particular143

simulated event is then generated according to Poisson distribution with the mean N̄ . To144
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for mixing the background outside the default time window in these two cases.154

Table 4 shows a comparison of the number of digitized hits (clusters for PXD and SVD)155

per event from beam–induced background with those from generic BB events.156

Table 4: Number of digitized hits per event for beam-induced background (12th background

campaign) and for generic BB events withount background. For PXD and SVD the clus-

ters are counted instead of digits. Numbers in parenthesis are without two–photon QED

background.

component background generic BB

PXD 10000 (580) 23

SVD 284 (134) 108

CDC 654 810

TOP 150 205

ARICH 191 188

ECL 3470 510

BKLM 484 33

EKLM 142 34
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with and without beam background. In addition to the signal side, a single charged particle187

in the tag side of the ⌧ pair was also required for successful candidate selection.188

The impact of the selection criteria was verified on multiple observables according to event189

topology. It can for example be seen in the distribution of the reconstructed ⌧ energy in190

the centre of mass frame, shown in Fig. 6. The di↵erence between BGx1 and BGx0 samples191

became much smaller after the introduction of the background rejection cuts. The phase192

space of the signal ⌧ as a correlation of invariant mass and beam energy di↵erence can also193

be seen in Fig. 7. 29.6% of BGx1 events and 35.1% of BGx0 events passed this selection; we194

therefore can estimate a 16% decrease in signal due to this veto.195

Other modes. What follows is a review of other ⌧ LFV measurements performed at Belle,196

including the golden ⌧ ! 3µ mode. All of these channels are largely background-free and197
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can be expected in Belle II thanks to the increase in luminosity.199
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Track reconstruction
• Impact parameters: σd0 Belle II ~ 0.5 x σd0 Babar 

• Vertex: σz Belle II ~ 0.5 x σz Belle 

• Mass: σM Belle II ~ 0.7 x σM Belle 

• Novel silicon—dedicated tracking. Good for D* efficiencies <pπ-slow> ~ 100 MeV.
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FIG. 11: Left: Tracking e�ciency with (top) and without (bottom) background as a
function of pt. Right: Low pt region.
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FIG. 12: Number of tracks with PXD hits for the two VXDTF algorithms in no
background (left) and background (right) cases.
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FIG. 12: Number of tracks with PXD hits for the two VXDTF algorithms in no
background (left) and background (right) cases.
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The results for MC events with a single muon track using the Belle II tracking algorithm

are compared with the results for Belle cosmic events [? ]. The resolution in each bin is

estimated using the � value of a single Gaussian function fitted in a region containing 90%

of the data around the mean value of the distributions.
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Fig. 4: (left) SVD-only pattern recognition e�ciency versus the transverse momentum, for

generic ⌥ (4S) events with and without machine background; (right)

the left plot of Fig. ?? the track finding e�ciency using only SVD hits. The overall e�ciency 152

is higher, and, most important, the degradation of the performance with background is much 153

limited with respect to what shown earlier. 154

1.3.2. V 0-like particle reconstruction. Long-lived neutral particles that decay into two 155

charged particles at some distance away from the interaction point are reconstructed using a 156

dedicated algorithm. This V 0 reconstruction takes place after the reconstruction of charged 157

particles and is intended to avoid extrapolation through material on the analysis level, where 158

the actual V 0 selection takes place. This is in accordance with the design goal of removing 159

dependence of analysis level information on knowledge of the detector material. 160

The goal of V 0 reconstruction is to keep all reasonably accurate V 0 vertices outside the 161

beam pipe as well as those inside the beam pipe whose reconstructed mass is reasonably 162

6/??
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Photons reconstruction

16

ECL resolution 

• Beam background mitigated with wave form sampling, timing.
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FIG. 1: Photon energy resolution as function of true photon energy for the di↵erent
subdetectors.
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FIG. 2: Photon energy resolution as function of true photon energy for Phase 2 and 3.
Note the di↵erent scales of the plots.
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FIG. 7: Reconstruction e�ciency as function of polar angle ✓.

This explanation is terrible. Improve by adding the mass fit plots.
The ⇡0 lists are provided at fixed e�ciencies, using the selection photon selection which

provides the highest sample purity. Due to increased backgrounds, the sample purities are
predictably lower in Phase 3 then in Phase 2.

2.3. K0
L

THESE PLOTS ARE FROM rel-00-09-00; UPDATE There is no single variable which
allows for significant separation of K0

L from other neutral clusters. KL ID uses an MVA
approach which incorporates 19 KLM and 38 ECL variables. The output of the classifier is
shown in Fig. 9 together with the background rejection power as a function of e�ciency.

The KLM output provides the main contribution to KL ID.

3. TRACKING

In release-00-09-01, the default VXD track reconstruction algorithm is VXDTF1. Perfor-
mance is presented for this case, which is the one used to reconstruct MC9 mdst samples.
However a comparison with VXDTF2 is also provided, as this will become the default option
for release-01-00-00.
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FIG. 8: Purity vs E�ciency curves for ⇡0 in Phase 2 and 3. Each curve corresponds to a
di↵erent photon selection in EFWD, EBRL, EBWD, E1oE9 and timing. The colors indicate

cuts of EBRL > 20 (purple), 30 (green), 50 (blue) and 75 (red) MeV.

TABLE I: Integrated tracking e�ciency: total (✏tot), track finding only with geometry
factored out (✏TF ) and VXDTF1 e�ciency (✏V XDTF )

✏tot ✏TF ✏V XDTF

BGx0 (84.8 ± 0.1)% (94.9 ± 0.1)% (87.8 ± 0.1)%

BGx1 (77.5 ± 0.1)% (86.9 ± 0.1)% (78.3 ± 0.1)%

3.1. Tracking e�ciency

Tracking e�ciency for Phase 3 reconstruction is shown in Fig.10 as a function of track
angle, and in Fig.11 as a function of transverse momentum. Note that in these plots geo-
metric acceptance is not factored out, justifying the low e�ciency at low pt and at the ✓
edges.

The integrated e�ciencies are summarised in Tab. I.

3.2. Fraction of tracks with PXD hits

The fraction of high quality tracks with associated PXD hits is shown in 12. Note the
stark impact of VXDTF2 in recovering matches in the BGx1 case. The increase of matched
pxd hits at low pts is due to the wrong assignment of hits produced by background.
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B-factory Approaches to Measuring B → X lν

17
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Fig. 17.1.1. Illustration of semileptonic decay B� ! X`�⌫̄`.

as illustrated in Fig. 17.1.1. These are governed by the
CKM-matrix elements Vcb and Vub, and since the inter-
mediate W -boson decays leptonically, do not involve any50

other CKM-matrix elements. Hence, measurements of the
B ! X`⌫ decay rate can be used to directly measure |Vcb|

and |Vub|.
The theoretical description of semileptonic B decays

starts from the electroweak e↵ective Hamiltonian,

He↵ =
4GF
p

2

X

q=u,c

Vqb (q̄�µPLb)(`�µPL⌫`) , (17.1.1)

where PL = (1 � �5)/2, and GF is the Fermi constant
as extracted from muon decay. The W boson has been
integrated out at tree level, and higher-order electroweak
corrections are suppressed by additional powers of GF and
are thus very small. The di↵erential B decay rates take the
form

d� / G2
F |Vqb|

2
��LµhX|q̄�µPLb|Bi

��2 . (17.1.2)

An important feature of semileptonic decays is that the
leptonic part in the e↵ective Hamiltonian and the decay55

matrix element factorizes from the hadronic part, and that
QCD corrections can only occur in the b ! q current.
The latter do not a↵ect Eq. (17.1.1) and are fully con-
tained in the hadronic matrix element hX|q̄�µPLb|Bi in
Eq. (17.1.2). This factorization is violated by small elec-60

tromagnetic corrections, for example by photon exchange
between the quarks and leptons, which must be taken into
account in situations where high precision is required.

The challenge in the extraction of |Vcb| and |Vub| is
the determination of the hadronic matrix element of the65

quark current in Eq. (17.1.2). For this purpose, di↵erent
theoretical methods have been developed, depending on
the specific decay mode under consideration. In almost all
cases, the large mass of the b-quark, mb ⇠ 5 GeV plays an
important role.70

In exclusive semileptonic decays, one considers the de-
cay of the B meson into a specific final state X = D⇤, ⇡, ....
In this case, one parameterizes the necessary hadronic ma-
trix element in terms of form factors, which are nonper-
turbative functions of the momentum transfer q2. This75

is discussed in Sections 17.1.2 and 17.1.4. Two methods
to determine the necessary form factors are lattice QCD
(LQCD) and light-cone sum rules (LCSR). In LQCD the
QCD functional integrals for the matrix elements are com-
puted numerically from first principles. Heavy-quark e↵ec-80

tive theory (HQET), and nonrelativistic QCD (NRQCD),

were first introduced, at least in part, to enable lattice-
QCD calculations with heavy quarks. Even when these
formalisms are not explicitly used, heavy-quark dynam-
ics are usually used to control discretization e↵ects. An85

exception are the most recent determinations of mb from
lattice QCD, discussed below, which use a lattice so fine
that the b quark can be treated with a light-quark formal-
ism. A complementary method is based on LCSR which
use hadronic dispersion relations to approximate the form90

factor in terms of quark-current correlators, which can be
calculated in an operator product expansion (OPE).

In inclusive semileptonic decays, one considers the sum
over all possible final states X that are kinematically al-
lowed. Employing parton-hadron duality one can replace95

the sum over hadronic final states with a sum over par-
tonic final states. This eliminates any long-distance sensi-
tivity to the final state, while the short-distance QCD cor-
rections, which appear at the typical scale µ ⇠ mb of the
decay, can be computed in perturbation theory in terms of100

the strong coupling constant ↵s(mb) ⇠ 0.2. The remain-
ing long-distance corrections related to the initial B meson
can be expanded in powers of ⇤QCD/mb ⇠ 0.1, with ⇤QCD

a typical hadronic scale of order mB �mb ⇠ 0.5 GeV. This
is called the heavy quark expansion (HQE), and it system-105

atically expresses the decay rate in terms of nonperturba-
tive parameters that describe universal properties of the
B meson. This is discussed in Sections 17.1.3 and 17.1.5.

17.1.1.3 Experimental Techniques

As in other analyses of BB̄ data recorded at B facto-110

ries, the two dominant sources of background for the re-
construction of semileptonic B decays are the combinato-
rial BB̄ and the continuum backgrounds, QED processes
e+e�

! `+`�(�) with ` = e, µ, or ⌧ , and quark-antiquark
pair production, e+e�

! qq(�) with q = u, d, s, c.115

The suppression of the continuum background is achieved
by requiring at least four charged particles in the event and
by imposing restrictions on several event shape variables,
either sequentially on individual variables or by construct-
ing multivariable discriminants. Among these variables are120

thrust, the maximum sum of the longitudinal momenta of
all particles relative to a chosen axis, �✓thrust, the angle
between the thrust axis of all particles associated with the
signal decay and the thrust axis of the rest of the event,
R2, the ratio of the second to the zeroth Fox-Wolfram mo-125

ments, and L0 and L2, the normalized angular moments
(introduced in Sec. 9).

The separation of semileptonic B decays from BB̄
backgrounds is very challenging because they result in one
or more undetected neutrinos. The energy and momentum
of the missing particles can be inferred from the sum of
all other particles in the event,

(Emiss,pmiss) = (E0,p0) � (
X

i

Ei,
X

i

pi), (17.1.3)

where (E0,p0) is the four-vector of the colliding beams. If
the only undetected particle in the event is one neutrino,

[Illustration by F. Tackmann]

I. Introduction: Summary of the exp. and theo. situation

a Recap of incl. and excl. measurements
b Recap of the ’1/2’ vs ’3/2’ problem

II. Discovery of potential 2S charmed state(s) by BABAR

III. Our Proposal and its Viability

IV. Prediction of �(B ! D 0(⇤) ` ⌫̄`) using light-cone sum rules

V. Summary
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! Encoded in Form Factors and need theory input for normalization.

[arXiv:1510.03657, accepted by PRD]
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FIG. 1. (Color online) Fit to the missing mass squared distribution in three bins of w for the B+ ! D̄0e+⌫e sub-sample. Points
with error bars are the data. Histograms are (from top to bottom) the B ! D`⌫` signal (green), the B ! D⇤`⌫` cross-feed
background (red), and other backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the B+ ! D̄0µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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FIG. 3. Same as Fig. 1 for the B0 ! D�e+⌫e sub-sample. The p-values of the fits are (from left to right) 0.30, 0.10, and 0.96.
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FIG. 4. Same as Fig. 1 for the B0 ! D�µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.92, 0.39, and 1.00.
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FIG. 7. Di�erential width of B ! D`⌫` and result of the combined fit to experimental and lattice QCD (FNAL/MILC and
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We interpret our measurement of ��/�w in terms of �EW|Vcb| by using the currently most established method,
i.e., by fitting ��/�w to the Caprini, Lellouch and Neubert (CLN) form-factor parameterization and by dividing
�EWG(1)|Vcb| by the form factor normalization at zero recoil G(1) to obtain �EW|Vcb|. Assuming the value G(1) =
1.0541 ± 0.0083 [15], we find �EW|Vcb| = (40.12 ± 1.34) � 10�3. Recent lattice data also allows to perform a combined
fit to the model-independent form-factor parameterization by Boyd, Grinstein and Lebed (BGL). We find �EW|Vcb| =
(41.10 ± 1.14) � 10�3 with the lattice QCD data from FNAL/MILC [15] and HPQCD [32].

Assuming �EW = 1.0066 ± 0.0016 [12], our results correspond to a value of |Vcb| = (39.86 ± 1.33) � 10�3 for the fit
using the CLN form-factor parameterization and G(1), and |Vcb| = (40.83 ± 1.13) � 10�3 for the fit using the BGL
parameterization and lattice data.

These results supersede the previous Belle measurement [36]. Compared to the previous analysis by BaBar [6], we
reconstruct about 5 times more B ! D`⌫` decays; this results in a significant improvement in the precision of the
determination of �EW|Vcb| from the decay B ! D`⌫` to 2.8%. The value of �EW|Vcb| extracted with the combined
analysis of experimental and LQCD data is in agreement with both |Vcb| extracted from inclusive semileptonic de-
cays [3] and |Vcb| from B ! D⇤`⌫` decays [4, 5]. The measured branching fractions are higher although still compatible
with those obtained by previous analyses [6].

|Vcb| = (40.12 ± 1.34) ⇥ 10�3 (World average: (39.5 ± 0.8) ⇥ 10�3 )
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Table 7: B+ and B
0 decay modes included in the FEI. The modes listed below the line are

missing in the Belle FR.
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Table 8: D decay modes included in the FEI. The modes listed below the line are missing

in the Belle FR.

Index 788

Angular distribution, 9 789

Jet, 9 790

⌥ (4S), 9 791
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Fig. 17: E�ciency vs purity of charged B (left) and neutral B (right) candidates

reconstructed with FEI algorithm in hadronic modes, as function of the FEI classifier output.

Mbc window [5.27,5.29] GeV/c2, the e�ciency is defined as Nsig

NBB
, where NBB is the number 748

of B meson pairs produced (B+
B

� + B
0
B

0), and the purity is defined as Nsig

Nsig+Nbkg
. This 749

study makes use of BB and continuum events generated in the MC7 campaign, with and 750

without beam background, corresponding to about 100 fb�1 of data each. 751

Figure 17 shows the ROC curves for B+ and B
0 candidates reconstructed with hadronic 752

tag. The points correspond to the scan of the FEI classifier output starting from 0.01 with 753

a step of 0.04. 754

In tables 7 and 8 the hadronic decay modes included in the FEI are summarized. In 755

addition to the listed modes, two more channels have been considered in the Belle FR and 756

are missing in the FEI, B+ ! D
⇤+
s D

⇤0 (BR = 1.71%) and B
0 ! D

0
⇡
0 (BR = 0.026%). 757

1.8.6. Calibration. An important systematic error in analyses using tag methods is the 758

e�ciency calibration. Several techniques for calibration have been used in Belle, and are 759

described in turn. 760

� B ! D
(⇤)

`⌫ calibration. Events are double tagged, where the signal side is reconstructed 761

in a known semileptonic decay mode, in bins of the tag quality variables. This has been 762

used in B ! Xu`⌫ analyses. The systematic errors were approximately 4.5%, shared 763

between statistical (1.5%), reconstruction (2.7%), and branching fraction uncertainties 764

(3%). The detection uncertainties are mostly based on data driven techniques, while the 765

branching fractions are more di�cult to improve in the future. 766

� B ! X`⌫ calibration. Events are also double tagged, however the signal side selected 767

only via the presence of a charged lepton originating from a semileptonic B decay. 768

This has been used in precision exclusive B ! D
(⇤)

`⌫ decay analyses. The technique 769

is systematics limited but higher precision than the B ! D
(⇤)

`⌫ calibration approach. 770

The uncertainty can be controlled via the choice of tighter tag side criteria at a cost of 771

statistical power. 772

� Control mode calibration. An analysis sideband region is chosen that is enhanced in a 773

well known decay mode, and calibrated accordingly. This technique has been used by 774

rare decay analyses that are 775
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• Below line: not used in Belle NB tag.

B+B0

Tag algorithm date MVA Efficiency Purity
Belle v1 (2004) Cut-based (Vcb) - -

Belle v3 (2007) Cut-based 0.1 0.25

Belle NB (2011) Neurobayes 0.2 0.25
Belle II FEI (2016) FastBDT 0.5 0.25
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B → D l ν
• Use both B → D0lν and B → D+lν  

• Signal extract in 10 bins of w from Mmiss2  

• Fit ~17000 signal events  

• Largest background B→D* l ν  

• Use B tagging: calibration with B → X l ν 

• First BGL analysis of  b → c l ν 
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FIG. 1. (Color online) Fit to the missing mass squared distribution in three bins of w for the B+ ! D̄0e+⌫e sub-sample. Points
with error bars are the data. Histograms are (from top to bottom) the B ! D`⌫` signal (green), the B ! D⇤`⌫` cross-feed
background (red), and other backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the B+ ! D̄0µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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FIG. 3. Same as Fig. 1 for the B0 ! D�e+⌫e sub-sample. The p-values of the fits are (from left to right) 0.30, 0.10, and 0.96.
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FIG. 4. Same as Fig. 1 for the B0 ! D�µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.92, 0.39, and 1.00.
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FIG. 1. (Color online) Fit to the missing mass squared distribution in three bins of w for the B+ ! D̄0e+⌫e sub-sample. Points
with error bars are the data. Histograms are (from top to bottom) the B ! D`⌫` signal (green), the B ! D⇤`⌫` cross-feed
background (red), and other backgrounds (blue). The p-values of the fits are (from left to right) 0.55, 0.21, and 0.10.
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FIG. 2. Same as Fig. 1 for the B+ ! D̄0µ+⌫µ sub-sample. The p-values of the fits are (from left to right) 0.71, 0.38, and 0.42.
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⌘EWG(1)|Vcb| and ⇢2 are shown for the fit to the B+ ! D̄0e+⌫e, B+ ! D̄0µ+⌫µ, B0 ! D�e+⌫e, and B0 ! D�µ+⌫µ
sub-samples, and to the combined sample.

points, we transform the coe�cients into the form-factor values of f+ and f0 at w = 1, 1.08 and 1.16:
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, (24)

where M is a block-diagonal 6⇥ 6 matrix. Denoting the covariance matrix of the HPQCD a-parameters by Cov(a),
the error matrix of the form-factor values becomes M Cov(a) MT . The HPQCD results in terms of the f+ and f0
form factors at w = 1, 1.08 and 1.16, together with their correlation coe�cients, are given in Table VI.

Table VII shows the result of the BGL fit to experimental and LQCD data (FNAL/MILC and HPQCD) for di↵erent
truncation orders of the series (N = 2, 3, 4). To implement the unitarity bound (Eq. (12)), we constrain the cubic
and quartic coe�cients in Eq. (8) to 0± 1 in the fits with N = 3 and N = 4 by adding measurement points of a+,i�3

and a0,i�3 to the �2. This follows the method in Ref. [15] and results in a constant number of degrees of freedom.
For N � 3, the fit stabilizes and we get a reasonable goodness of fit. We thus choose this truncation order as our
preferred fit. The fit result in terms of ��/�w and f+,0 is shown for N = 3 in Figs. 7 and 8, respectively. Our
baseline result for ⌘EW|Vcb| for the combined fit to experimental and lattice QCD data is thus (41.10± 1.14)⇥ 10�3.
This is slightly more precise than the fit result using the CLN form-factor parameterization (2.8% vs. 3.3%) due

next-to-w=1 recoil bin is highly stat limited
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B → D l ν

• Consistent results between the existing measurements. 

• Challenge is that a lot of information comes from w=1 but d Γ/dw → 0 at this point 

• Belle Unfolded spectrum fitted with the Lattice from FNAL & HPQCD points to extract |Vcb| and the 
form factor shape 

20

14

TABLE VI. Lattice QCD results obtained by the HPQCD collaboration [32], expressed in terms of f+ and f0 form-factor values
at w = 1, 1.08 and 1.16.

Correlation coe�cients

Central value f+(1) f+(1.08) f+(1.16) f0(1) f0(1.08) f0(1.16)

f+(1) 1.178± 0.046 1.000 0.989 0.954 0.507 0.518 0.525

f+(1.08) 1.082± 0.041 1.000 0.988 0.582 0.600 0.615

f+(1.16) 0.996± 0.037 1.000 0.650 0.676 0.698

f0(1) 0.902± 0.041 1.000 0.995 0.980

f0(1.08) 0.860± 0.038 1.000 0.995

f0(1.16) 0.821± 0.036 1.000

to the additional input from LQCD. The additional lattice points are also the dominant cause of di↵erences in the
resulting values. We have verified the stability of this ⌘EW|Vcb| value by repeating the fit with di↵erent sets of lattice
QCD data (Table VIII) and the di↵erences between the results are well below one standard deviation.

TABLE VII. Result of the combined fit to experimental and lattice QCD (FNAL/MILC and HPQCD) data for di↵erent
truncation orders of the BGL series (Eq. (8)). Note that the value of a0,0 is not determined from the fit but rather inferred
using the kinematic constraint (Eq. (7)).

N = 2 N = 3 N = 4

a+,0 0.0127 ± 0.0001 0.0126 ± 0.0001 0.0126 ± 0.0001

a+,1 -0.091 ± 0.002 -0.094 ± 0.003 -0.094 ± 0.003

a+,2 0.34 ± 0.03 0.34 ± 0.04 0.34 ± 0.04

a+,3 – -0.1 ± 0.6 -0.1 ± 0.6

a+,4 – – 0.0 ± 1.0

a0,0 0.0115 ± 0.0001 0.0115 ± 0.0001 0.0115 ± 0.0001

a0,1 -0.058 ± 0.002 -0.057 ± 0.002 -0.057 ± 0.002

a0,2 0.22 ± 0.02 0.12 ± 0.04 0.12 ± 0.04

a0,3 – 0.4 ± 0.7 0.4 ± 0.7

a0,4 – – 0.0 ± 1.0

⌘EW|Vcb| 40.01 ± 1.08 41.10 ± 1.14 41.10 ± 1.14

�2/ndf 24.7/16 11.4/16 11.3/16

Prob. 0.075 0.787 0.787

TABLE VIII. Result of the combined fit to experimental data and di↵erent sets of lattice QCD data. The BGL series (Eq. (8))
is truncated after the cubic term.

Lattice data ⌘EW|Vcb|[10�3] �2/ndf Prob.

FNAL/MILC [15] 40.96± 1.23 6.01/10 0.81

HPQCD [32] 41.14± 1.88 4.83/10 0.90

FNAL/MILC & HPQCD [15, 32] 41.10± 1.14 11.35/16 0.79

V. SUMMARY

We study the decay B ! D`⌫` in 711 fb�1 of Belle ⌥(4S) data and reconstruct about 5200 B0 ! D�`+⌫` and
11,800 B+ ! D̄0`+⌫` decays. We determine the di↵erential width ��/�w of the decay as a function of the recoil
variable w = VB · VD.

The branching fractions of the decays B+ ! D̄0e+⌫e, B+ ! D̄0µ+⌫µ, B0 ! D�e+⌫e, and B0 ! D�µ+⌫µ
are obtained. The isospin-averaged branching fraction B(B0 ! D�`+⌫`) is determined to be (2.31 ± 0.03(stat) ±
0.11(syst))%.

]-3|  [10
cb

 G(1) |V
EW
η

10 20 30 40 50
]-3|  [10

cb
 G(1) |V

EW
η

10 20 30 40 50

ALEPH 
 7.33± 10.05 ±36.67 

CLEO 
 3.47± 5.70 ±44.18 

BELLE 
 1.21± 0.60 ±41.94 

BABAR global fit
 2.14± 0.74 ±42.23 

BABAR tagged 
 1.26± 1.71 ±42.60 

Average 
 0.89± 0.45 ±41.57 

HFLAV
Summer 2016
/dof = 4.7/ 8 (CL = 79.30 %)2χ

Belle PRD 93, 032006 (2016)Babar PRL 104:011802(2010)
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B → D l ν Systematics and LFU

• Tag correction dominates - use only the cleaner modes at Belle 
II, e.g. lower multiplicity, fewer modes with γ or KS.  

• Despite overall stat error, low recoil bin is highly stat limited 

• Ratio not explicitly measured in Belle. Errors should cancel.  
Rµ/e stat±6%, sys±1% (estimated). 

• In Belle II: Rµ/e stat±<1%, sys±<1%. = total±1%

21

Tag Method tagged
Br [10-2] 2.31
Errors %

Track 1.6
B→D**lν, FF 0.7

B→D**lν, Bfs 0.8
D(*) Bfs 1.8
PDFs 0.5

particle ID 1.0
Tag calibration 3.3

Luminosity 1.4
τB 0.2

π0 efficiency 0.6
Total 4.6

Stat 1.3

9

TABLE II. The values of ��i/�w obtained in di↵erent bins of w after combination of the B+ ! D̄0e+⌫e, B
+ ! D̄0µ+⌫µ,

B0 ! D�e+⌫e, and B0 ! D�µ+⌫µ sub-samples. The columns are (from left to right) the bin number, the lower and the
upper edge of the ith bin, the value of ��i/�w in this bin with the statistical and systematic uncertainties, and the correlation
matrix of the systematic error. The value of wmax = 1.59055 is the average of the values for charged and neutral B mesons.

⇢ij,syst
i wi,min wi,max ��i/�w[10�15GeV] 0 1 2 3 4 5 6 7 8 9

0 1.00 1.06 0.68± 0.21± 0.05 1.000 0.682 0.677 0.663 0.654 0.656 0.664 0.648 0.608 0.560

1 1.06 1.12 3.88± 0.38± 0.18 1.000 0.976 0.974 0.969 0.972 0.972 0.961 0.933 0.900

2 1.12 1.18 7.59± 0.50± 0.35 1.000 0.991 0.987 0.990 0.989 0.980 0.959 0.929

3 1.18 1.24 11.42± 0.58± 0.54 1.000 0.993 0.993 0.990 0.980 0.961 0.934

4 1.24 1.30 14.59± 0.64± 0.69 1.000 0.996 0.992 0.985 0.972 0.952

5 1.30 1.36 19.49± 0.69± 0.91 1.000 0.996 0.991 0.979 0.956

6 1.36 1.42 23.66± 0.76± 1.10 1.000 0.995 0.981 0.952

7 1.42 1.48 27.56± 0.79± 1.27 1.000 0.992 0.968

8 1.48 1.54 29.52± 0.80± 1.34 1.000 0.985

9 1.54 wmax 33.37± 0.86± 1.50 1.000

TABLE III. Branching fractions of the decays B+ ! D̄0e+⌫e, B
+ ! D̄0µ+⌫µ, B

0 ! D�e+⌫e, and B0 ! D�µ+⌫µ. The
branching fractions of B+ ! D̄0`+⌫` (B0 ! D�`+⌫`) are the weighted averages of the B+ ! D̄0e+⌫e and B+ ! D̄0µ+⌫µ
(B0 ! D�e+⌫e and B0 ! D�µ+⌫µ) branching fraction results. The last row of the table corresponds to the branching fraction
of all four sub-samples combined, expressed in terms of the neutral mode B0 ! D�`+⌫` assuming the lifetime ⌧B0 = 1.519 [9].
The first error on the yields and on the branching fractions is statistical. The second uncertainty is systematic.

Sample Signal yield B [%]

B0 ! D�e+⌫e 2848± 72± 17 2.44± 0.06± 0.12

B0 ! D�µ+⌫µ 2302± 63± 13 2.39± 0.06± 0.11

B+ ! D̄0e+⌫e 6456± 126± 66 2.57± 0.05± 0.13

B+ ! D̄0µ+⌫µ 5386± 110± 51 2.58± 0.05± 0.13

B0 ! D�`+⌫` 5150± 95± 29 2.39± 0.04± 0.11

B+ ! D̄0`+⌫` 11843± 167± 120 2.54± 0.04± 0.13

B ! D`⌫` 16992± 192± 142 2.31± 0.03± 0.11

B. Systematic uncertainties

We use a toy MC approach to estimate systematic uncertainties of the values of ��i/�w and their correlations. For
a given systematic error component, we vary one or several parameters in the MC simulation according to a Gaussian
distribution with a width corresponding to the systematic uncertainty under study. This altered MC sample is then
used to repeat the entire analysis procedure, resulting in an updated value of ��i/�w. Repeating this procedure
1000 times, we obtain a distribution of ��i/�w values corresponding to this specific systematic error component.
The distribution is fitted with a Gaussian function and the width �i of the Gaussian function is taken as the estimate
of the contribution of this error component to the total systematic uncertainty. The corresponding correlation ⇢i,j
between ��i/�w and ��j/�w is calculated as

⇢i,j =
h(��i

�w � h��i
�w i)(��j

�w � h��j

�w i)i
q

h(��i
�w � h��i

�w i)2i
q
h(��j

�w � h��j

�w i)2i
, (18)

where the average indicated by the brackets is taken over the toy MC sample. To reduce the e↵ect of outliers,
toy MC events where one value of ��i/�w lies outside of the interval ±3�i are removed. The elements of the
covariance matrix are then calculated as ⇢i,j�i�j . The full systematic error matrix is obtained by adding the covariance
matrices corresponding to the individual error components linearly. This is equivalent to the quadratic addition of the
systematic error components of ��i/�w. The individual systematic error components are described in the following.

Tag correction: This error component is estimated in two steps: we apply all the corrections to the MC mentioned
in Sect. II A and vary these within their respective uncertainties. This results in systematic uncertainties in the
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Tag mode calibration Data/MC Bsig→ X l ν @ Belle

22

Cleaner modes

High multiplicity, 
lower purity modes

Moderately clean
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B→D* l ν status
• Reasonable consistency among Belle and Babar

23

) [%]ν + l* - D→ 0B(B
2 3 4 5 6 7

) [%]ν + l* - D→ 0B(B
2 3 4 5 6 7

ALEPH
 0.30± 0.25 ±5.26 

CLEO
 0.24± 0.17 ±5.55 

OPAL excl
 0.43± 0.18 ±4.93 

OPAL partial reco
 0.52± 0.25 ±5.42 

DELPHI partial reco
 0.72± 0.13 ±4.85 

DELPHI excl
 0.37± 0.20 ±5.27 

BELLE
 0.26± 0.03 ±4.51 

BABAR excl
 0.26± 0.04 ±4.45 

BABAR D*0
 0.34± 0.07 ±4.90 

BABAR global fit
 0.19± 0.02 ±4.90 

Average
 0.10± 0.01 ±4.88 

HFLAV
Summer 2016

/dof = 30.2/23 (CL = 14.40 %)2χ

) [%]ν + l
*0

 D → +B(B
2 3 4 5 6 7

) [%]ν + l
*0

 D → +B(B
2 3 4 5 6 7

CLEO

 0.39± 0.20 ±6.52 

BABAR tagged

 0.35± 0.15 ±5.48 

BABAR untagged

 0.40± 0.08 ±5.28 

BABAR global fit

 0.21± 0.02 ±5.36 

Average

 0.19± 0.02 ±5.59 

HFLAV
Summer 2016

/dof = 8.3/ 3 (CL = 3.94 %)2χ

B+ and B0 (isospin constraint) B+
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B → D* l ν untagged
• B0 → D*-lν (D*- → D0π- , D0→Kπ) both e and µ modes (120k signal events) 

• Conservation of momentum: pB is on a cone around (D*l) axis making an opening angle cosθB,D*l. 

• Take the sum of momenta of non-signal side of the decay, pincl 

• Fit 1D projections in w, cos θl , cos θV, χ (P-value of CLN fit = 47%)
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FIG. 5: Result of the fit of the four kinematic variables in the sub-sample B. The electron and muon modes are added in
this plot. The points with error bars are continuum subtracted on-resonance data. Where not shown, the uncertainties are
smaller than the black markers. The histograms are, top to bottom, the signal component, D∗∗ background, signal correlated
background, uncorrelated background, fake ℓ component and fake D∗ component.

FIG. 6: Plots of the result of the averaging procedure. Projections in F(1)|Vcb| vs. ρ
2 (top left), F(1)|Vcb| vs. R1(1) (top

middle), F(1)|Vcb| vs. R2(1) (top right), ρ2 vs. R1(1) (bottom left), ρ2 vs. R2(1) (bottom middle) and R1(1) vs. R2(1) (bottom
right) are shown. The red dot (solid line) shows the position (1σ ellipse) of the average, the blue rectangle (dashed line) the
position (1σ ellipse) of the sub-sample A, the green triangle (dash-dotted line) the position (1σ ellipse) of the sub-sample B,
the magenta diamond (dash-double dotted line) the position (1σ ellipse) of the sub-sample C and the cyan cross (dash-triple
dotted line) the position (1σ ellipse) of the sub-sample D.

The total χ2 to be minimized takes the form,

χ2 =
∑

i

∑

j

(

V̂i − V̄π(i)

)
(

C−1
)

ij

(

V̂j − V̄π(j)

)

+
∑

s

r2s ,

(23)
and is minimized numerically. The number of degrees of
freedom are calculated as

n.d.f = (Ni +Ns)− (Np +Ns)
︸ ︷︷ ︸

floated parameters

= Ni −Np, (24)

which is the same result one obtains in the case without

any systematic uncertainties. The minimization is nu-
merically stable and yields both the central values and
the total uncertainties of the full four dimensional aver-
age.

Applying this procedure to the four results presented
in Table II yields the final result of this analysis. We

12

ρ2 R1(1) R2(1) F(1)|Vcb|× 103 B(B0 → D∗ℓν) [%]

Value 1.214 1.401 0.864 34.6 4.58

Statistical Error 0.034 0.034 0.024 0.2 0.03

Systematic Error 0.009 0.018 0.008 1.0 0.26

Fast track efficiency -0.78 -0.206

Slow track efficiency +0.002 +0.003 -0.004 -0.28 -0.059

ρπs stability +0.001 -0.001 +0.000 -0.03 -0.003

LeptonID +0.002 +0.006 -0.002 -0.38 -0.100

Norm - D∗∗ +0.001 +0.001 -0.001 -0.03 -0.008

Norm - Signal Corr. +0.002 -0.003 +0.002 +0.02 +0.006

Norm - Uncorr +0.002 +0.008 -0.003 -0.02 -0.001

Norm - Fake ℓ +0.003 -0.003 -0.001 -0.01 -0.003

Norm - Fake D∗ +0.001 -0.001 +0.000 +0.00 +0.003

Norm - Continuum +0.002 +0.002 -0.001 +0.00 -0.003

D∗∗ composition +0.004 +0.009 -0.003 -0.10 -0.025

D∗∗ shape +0.003 +0.005 -0.002 -0.04 -0.011

N(Υ(4S)) -0.24 -0.063

f+−/f00 +0.004 -0.009 +0.003 +0.24 +0.062

B0 life time -0.10 -0.027

B(D∗ → D0πs) -0.13 -0.034

B(D0 → Kπ) -0.22 -0.059

TABLE III: The breakup of the systematic uncertainty in the result of the fit to the full sample. The sign + (-) implies whether
the fit result moves to larger (smaller) values, if the value of the corresponding systematic parameter is increased.

F(1)|Vcb| ρ2 R1(1) R2(1)

F(1)|Vcb| 1.000 0.625 -0.122 -0.206

ρ2 1.000 0.575 -0.872

R1(1) 1.000 -0.697

R2(1) 1.000

TABLE IV: The statistical correlation coefficients of the four
parameters in the fit to the full sample.

obtain

F(1)|Vcb| = (34.5± 0.2± 1.0)× 10−3,

ρ2 = 1.214± 0.034± 0.009,

R1(1) = 1.401± 0.034± 0.018,

R2(1) = 0.864± 0.024± 0.008, (25)

with a χ2/n.d.f = 14.3/12 (Pχ2 = 0.282). This implies
excellent agreement between the results, which can also
be seen in the projections of the minimization, shown
in Fig. 6. The corresponding branching fraction for the
process B0 → D∗−ℓ+ν is obtained from the integral of
the differential decay width. We obtain

B(B0 → D∗−ℓ+ν) = (4.56± 0.03± 0.26)%. (26)

A breakdown of the systematic uncertainties is shown
in Table III. The statistical correlation coefficients of the
result can be found in Table IV.

V. MODEL-INDEPENDENT DETERMINATION
OF HELICITY FUNCTIONS

The angular distributions given in Eq. (10) are deter-
mined by the kinematic properties of the decay. However,
as discussed in section II C, the expressions of the helic-
ity amplitudes and thus the distribution in the variable
w are based on the parameterization scheme proposed
by Caprini, Lellouch and Neubert [3]. In this section, we
extract the form factor shape of the longitudinal and the
transverse components of Eq. 10 through a fit to the w
vs. cos θV distribution. The binning is the same as in
the fit approach described above. The contribution from
events with w > 1.5 is fixed to the small values predicted
by the results of the parameterized fit.

A. Fit procedure

From Eq. (10) we can obtain the double differential
decay width dΓ/dw d cos θV by integration over cos θℓ and
χ.

If we define

FΓ =
G2

F (mB −mD∗)2 m3
D∗

43π3
(27)
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FIG. 5: Result of the fit of the four kinematic variables in the sub-sample B. The electron and muon modes are added in
this plot. The points with error bars are continuum subtracted on-resonance data. Where not shown, the uncertainties are
smaller than the black markers. The histograms are, top to bottom, the signal component, D∗∗ background, signal correlated
background, uncorrelated background, fake ℓ component and fake D∗ component.

FIG. 6: Plots of the result of the averaging procedure. Projections in F(1)|Vcb| vs. ρ
2 (top left), F(1)|Vcb| vs. R1(1) (top

middle), F(1)|Vcb| vs. R2(1) (top right), ρ2 vs. R1(1) (bottom left), ρ2 vs. R2(1) (bottom middle) and R1(1) vs. R2(1) (bottom
right) are shown. The red dot (solid line) shows the position (1σ ellipse) of the average, the blue rectangle (dashed line) the
position (1σ ellipse) of the sub-sample A, the green triangle (dash-dotted line) the position (1σ ellipse) of the sub-sample B,
the magenta diamond (dash-double dotted line) the position (1σ ellipse) of the sub-sample C and the cyan cross (dash-triple
dotted line) the position (1σ ellipse) of the sub-sample D.

The total χ2 to be minimized takes the form,

χ2 =
∑

i

∑

j

(

V̂i − V̄π(i)

)
(

C−1
)

ij

(

V̂j − V̄π(j)

)

+
∑

s

r2s ,

(23)
and is minimized numerically. The number of degrees of
freedom are calculated as

n.d.f = (Ni +Ns)− (Np +Ns)
︸ ︷︷ ︸

floated parameters

= Ni −Np, (24)

which is the same result one obtains in the case without

any systematic uncertainties. The minimization is nu-
merically stable and yields both the central values and
the total uncertainties of the full four dimensional aver-
age.

Applying this procedure to the four results presented
in Table II yields the final result of this analysis. We
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B → D* l ν 

• Based on 79 fb-1 
Find 52.8 K signal events  

• B0 → D*-lν (D*- → D0π , D0→{Kπ, K3π, Kππ0})  

• Fit projections, accounting for bin-bin 
correlations directly from data  

• CLN analysis only.
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TABLE III: Results of fits performed separately for the six subsamples corresponding to each combination of three D0 decay
modes and the charged lepton. The uncertainties represent the total uncertainty of the fit, except for F(1)|Vcb|, where it is
split into the statistical and the systematic contribution included in the fit.

Subsample ρ2 R1(1) R2(1) F(1)|Vcb|× 103 χ2/d.o.f.
Kπ e 0.971 ± 0.163 1.166 ± 0.182 0.977 ± 0.107 34.76 ± 0.61 ± 0.61 23.9/24
Kπ µ 1.013 ± 0.175 1.193 ± 0.206 0.922 ± 0.123 34.55 ± 0.66 ± 0.65 37.9/24
Kπππ e 1.581 ± 0.151 2.043 ± 0.384 0.405 ± 0.232 33.30 ± 1.27 ± 0.96 15.6/24
Kπππ µ 1.146 ± 0.258 1.156 ± 0.351 0.946 ± 0.197 34.14 ± 1.10 ± 0.98 28.0/24
Kππ0 e 1.042 ± 0.165 1.217 ± 0.206 0.926 ± 0.118 34.86 ± 0.64 ± 1.46 26.9/24
Kππ0 µ 1.170 ± 0.155 1.439 ± 0.228 0.838 ± 0.131 34.38 ± 0.74 ± 1.46 24.8/24

FIG. 5: Comparison of the measured distributions (data points) a) w, b) cos θℓ, c) cos θV , and d) χ, with the result of the fit,
shown as the sum of the fitted signal yield and the estimated background distributions. The statistical uncertainties of the
data are too small to be visible.

B. Systematic uncertainties

A summary of statistical and systematic uncertainties
on the measured parameters is presented in Table IV,
including the breakdown of those for the measurement of
the B0 → D∗−ℓ+νℓ branching fraction.

1. Uncertainties included in the fit

The uncertainty of the parameters resulting from the
fit is not purely statistical, since the systematic uncer-
tainty sources that are not common to all events are ac-
counted for in the fit through the δ parameters in the
weights WS,k

i . As described above, these weights account
for residual uncertainties in the lepton and hadron iden-
tification, the charged particle tracking and π0 efficien-
cies, and the individual D0 branching fractions. We can
determine the statistical uncertainties of the fit by re-

Babar PRD 77:032002,2008
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A summary of statistical and systematic uncertainties
on the measured parameters is presented in Table IV,
including the breakdown of those for the measurement of
the B0 → D∗−ℓ+νℓ branching fraction.

1. Uncertainties included in the fit

The uncertainty of the parameters resulting from the
fit is not purely statistical, since the systematic uncer-
tainty sources that are not common to all events are ac-
counted for in the fit through the δ parameters in the
weights WS,k

i . As described above, these weights account
for residual uncertainties in the lepton and hadron iden-
tification, the charged particle tracking and π0 efficien-
cies, and the individual D0 branching fractions. We can
determine the statistical uncertainties of the fit by re-



MITP 2018, Belle II Phillip URQUIJO

B → D* l ν tagged
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` ⌫sig ⌫sigMC ✏reco✏tag

e+ µ 2374± 53 2310.1 3.19⇥ 10�5

e 1306± 40 1248.8 3.45⇥ 10�5

µ 1066± 34 1061.3 2.93⇥ 10�5

TABLE I: The measured (⌫sig) and expected (⌫sigMC) B̄
0 ! D⇤+ `� ⌫̄` signal yields are listed for the

combined fit and for the electron and muon subsamples, as well as the product of the reconstruction
and tagging e�ciencies.

from Ref. [29] and we find good agreement. For the separate branching fractions to ` = e

and ` = µ we find

B(B̄0 ! D
⇤+

e
�
⌫̄e) = (5.04± 0.15± 0.23)⇥ 10�2

, (20)

and

B(B̄0 ! D
⇤+

µ
�
⌫̄µ) = (4.84± 0.15± 0.22)⇥ 10�2

, (21)

where both are in good agreement with each other and hence with the average Eq. 18. The
ratio of both branching fractions is measured to be

Reµ =
B(B̄0 ! D

⇤+
e
�
⌫̄e)

B(B̄0 ! D⇤+ µ� ⌫̄µ)
= 1.04± 0.05± 0.01 . (22)

B. Di↵erential fit and statistical correlations

Each bin of the measured distributions of the hadronic recoil and angular variables is
independently fitted for signal yields, and hence there is no assumption on the background
distribution across these variables. The distributions are fitted in ten bins each using an
equidistant binning (but extending the last bin in w to account for the kinematic endpoint
of the spectrum). This choice is a compromise of providing di↵erential information, but
also to reduce migration between the reconstructed and true underlying value of the kine-
matic quantities. A summary of the bin boundaries can be found in Table II. Figure 4
shows the M

2
miss distribution for three out of the forty di↵erential bins for w 2 [1, 1.05),

cos ✓` 2 [0.8, 1.0) and � 2 [0, ⇡/5). The purity in each bin is very high and the unbinned
PDFs have been integrated over the bins to allow for an easier comparison. The finite de-
tector resolution and the mis-reconstruction of signal-side particles result in migration.The
inversion or unfolding of such e↵ects for comparison to theory is discussed in Section VI.

The measured yields of the four kinematic variables are statistically correlated with each
other as they a formed from the same reconstructed events. In order to simultaneously use
information from {w, cos ✓`, cos ✓v,�} in the fit to determine |Vcb|, these correlations must
be determined. This is achieved by using a bootstrapping procedure [26]: in each data
subsample each data event is assigned a di↵erent Poisson weight P (⌫ = 1) and the yield
extraction is repeated using these weighted events. A large number of subsamples is used
to calculate the statistical correlation between the various bins.
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3. Extraction of the signal yield in the projections of the kinematic variables
In order to measure the di�erential branching ratio projections as functions of the four kinematic variables,
the signal yields have to be extracted in each bin of the kinematic distributions. Therefore, a fit to the
missing mass squared is performed in each bin to determine the signal and the background contributions.

3.1. The missing mass squared distribution
The missing mass squared, m2

mis, of a semileptonic decay is a variable that quantifies the invariant mass
corresponding to the undetected momentum. It is given by:

m2
mis = (pB � pD� � p�)2 , (7)

where pi are the reconstructed momenta. For B � D��� decays, only the neutrino is undetected. The
signal therefore peaks around the neutrino mass, which is zero. Correctly reconstructed B � D��� decays
form a narrower peak than the wrongly reconstructed ones. Background decays however are not expected
to peak around zero. The B � D���� component peaks at positive values of m2

mis, as some particles have
not been found. In contrary to this, the B � D�� component peaks around negative values of m2

mis, as
an additional particle has wrongly been assigned to the signal B decay. Continuum background is uniform
in m2

mis. The distributions are shown in Fig. 9. This variable is therefore well suited to separate signal
from background and can be used in a fit. Nevertheless, correctly and wrongly reconstructed B � D���
events can hardly be separated as both components exhibit very similar shapes in m2

mis and the resulting
yields are strongly anti-correlated, leading to a large fit uncertainty for the yields of correctly reconstructed
signal decays. To avoid this both components have been fitted together and treated as the signal in what
follows. The drawback of this approach is larger migrations of events between the bins of the reconstructed
kinematic distributions with respect to the true distributions, as the resolution of the kinematic variable
reconstruction is worse for the sum of correctly and wrongly reconstructed events.

Further, one introduces the implicit assumption that the fraction of wrongly and correctly reconstructed
events in MC is consistent between data and MC. In App. B a study is documented that investigates this
assumption by explicitly separating both components by employing the small di�erences in resolution to
disentangle both fit yields. No evidence is seen that the ratio in data and MC is di�erent.
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Figure 9: m2
mis distributions for the selected charged (left) and neutral (right) B � D��� candidates.

3.2. Unbinned likelihood fit using Kernel estimation
To extract the signal yields in bins of the kinematic distributions for charged and neutral B mesons, an
unbinned likelihood fit to the m2

mis distribution in each bin has been performed. The fit is executed using
the RooFit [11] package and the templates for the signal and background m2

mis originate from MC. The
free parameters in the fit to data are the signal and background normalizations. The resulting yields are
typically anti-correlated with a correlation of up to -30%.

To obtain smooth PDFs for the signal and background components, Gaussian kernel estimators are used
to approximate the underlying probability density funcions (PDFs) using the package of RooKeysPdfs: a
smooth PDF is constructed by summing Gaussian functions a width proportional to the event density in the
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FIG. 2: The M2
miss distribution of all events after the B̄0 ! D⇤+ `� ⌫̄` reconstruction. The

coloured histograms correspond to either correctly (red) or incorrectely reconstructed signal
(brown) or various backgrounds. The largest background comes from semileptonic B̄ ! D⇤⇤ ` ⌫̄`
decays and other B-meson decays.
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3. Extraction of the signal yield in the projections of the kinematic variables
In order to measure the di�erential branching ratio projections as functions of the four kinematic variables,
the signal yields have to be extracted in each bin of the kinematic distributions. Therefore, a fit to the
missing mass squared is performed in each bin to determine the signal and the background contributions.

3.1. The missing mass squared distribution
The missing mass squared, m2

mis, of a semileptonic decay is a variable that quantifies the invariant mass
corresponding to the undetected momentum. It is given by:

m2
mis = (pB � pD� � p�)2 , (7)

where pi are the reconstructed momenta. For B � D��� decays, only the neutrino is undetected. The
signal therefore peaks around the neutrino mass, which is zero. Correctly reconstructed B � D��� decays
form a narrower peak than the wrongly reconstructed ones. Background decays however are not expected
to peak around zero. The B � D���� component peaks at positive values of m2

mis, as some particles have
not been found. In contrary to this, the B � D�� component peaks around negative values of m2

mis, as
an additional particle has wrongly been assigned to the signal B decay. Continuum background is uniform
in m2

mis. The distributions are shown in Fig. 9. This variable is therefore well suited to separate signal
from background and can be used in a fit. Nevertheless, correctly and wrongly reconstructed B � D���
events can hardly be separated as both components exhibit very similar shapes in m2

mis and the resulting
yields are strongly anti-correlated, leading to a large fit uncertainty for the yields of correctly reconstructed
signal decays. To avoid this both components have been fitted together and treated as the signal in what
follows. The drawback of this approach is larger migrations of events between the bins of the reconstructed
kinematic distributions with respect to the true distributions, as the resolution of the kinematic variable
reconstruction is worse for the sum of correctly and wrongly reconstructed events.

Further, one introduces the implicit assumption that the fraction of wrongly and correctly reconstructed
events in MC is consistent between data and MC. In App. B a study is documented that investigates this
assumption by explicitly separating both components by employing the small di�erences in resolution to
disentangle both fit yields. No evidence is seen that the ratio in data and MC is di�erent.
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Figure 9: m2
mis distributions for the selected charged (left) and neutral (right) B � D��� candidates.

3.2. Unbinned likelihood fit using Kernel estimation
To extract the signal yields in bins of the kinematic distributions for charged and neutral B mesons, an
unbinned likelihood fit to the m2

mis distribution in each bin has been performed. The fit is executed using
the RooFit [11] package and the templates for the signal and background m2

mis originate from MC. The
free parameters in the fit to data are the signal and background normalizations. The resulting yields are
typically anti-correlated with a correlation of up to -30%.

To obtain smooth PDFs for the signal and background components, Gaussian kernel estimators are used
to approximate the underlying probability density funcions (PDFs) using the package of RooKeysPdfs: a
smooth PDF is constructed by summing Gaussian functions a width proportional to the event density in the
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FIG. 3: The reconstructed kinematic variables w, cos ✓`, cos ✓v, and � are shown, as defined in
the text.
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• Hadronic tag, tag calibration with B→X l ν   

• Signal from un-binned maximum likelihood fit to M2miss 

• Yields extracted in 4x10 bins 

• Spectrum unfolded for later analysis in BGL 
parameterisation - first unfolded spectrum.



MITP 2018, Belle II Phillip URQUIJO

Model independent measurements
• BGL expansion. More reliable B → D(*) l ν differentials & errors for |Vcb| and for background 

modelling in B → D(*) τ ν.
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Type Mass (GeV) References

1
�

6.329 [12]

1
�

6.920 [12]

1
�

7.020 [13]

1
�

7.280 [14]

1
+

6.739 [12]

1
+

6.750 [13, 15]

1
+

7.145 [13, 15]

1
+

7.150 [13, 15]

TABLE I. Relevant B(⇤)
c masses. The 1

�
resonances are as in

Ref. [9].

In the Caprini-Lellouch-Neubert (CLN) parameteriza-
tion [11] one employs the form factor hA1(w) and the
ratios R1,2(w). Traditionally, the experimental collabo-
rations use

hA1(w) = hA1(1)
⇥
1� 8⇢2z + (53⇢2 � 15)z2

�(231⇢2 � 91)z3
⇤
,

R1(w) = R1(1)� 0.12(w � 1) + 0.05(w � 1)2, (5)

R2(w) = R2(1) + 0.11(w � 1)� 0.06(w � 1)2,

where z = (
p
w + 1�

p
2)/(

p
w + 1+

p
2) and there are

four independent parameters in total. We will discuss
the ingredients of this parameterization later on. After
integration over the angular variables the w distribution
is proportional to [11]

F2(w) = h2
A1

(w)
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w
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w + 1

◆
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w � 1

1� r

◆2
#
. (6)

An alternative parameterization is due to Boyd, Grin-
stein and Lebed (BGL) [16]. In their notation the helicity
amplitudes Hi are given by

H0(w) = F1(w)/
p

q2,

H±(w) = f(w)⌥mBmD⇤

p
w2 � 1 g(w).

The relations between the relevant form factors in the
CLN and BGL notation are

f =
p

mBm⇤
D(1 + w)hA1 , g = hV /

p
mBm⇤

D ,

F1 = (1 + w)(mB �mD⇤)
p
mBmD⇤A5 ,

and

R1(w) = (w + 1)mBmD⇤
g(w)

f(w)
,

R2(w) =
w � r

w � 1
� F1(w)

mB(w � 1)f(w)
.

Input Value

mB0 5.280 GeV

mD⇤+ 2.010 GeV

⌘EW 1.0066

�̃T
1�(0) 5.131 · 10�4

�T
1+(0) 3.894 · 10�4

TABLE II. Further numerical inputs (uncertainties are small

and can be neglected). The calculation of �̃T
1�(0) and �T

1+(0)

follows Refs. [9, 17].

The three BGL form factors can be written as series
in z,

f(z) =
1

P1+(z)�f (z)

NX

n=0

afnz
n ,

F1(z) =
1

P1+(z)�F1(z)

NX

n=0

aF1
n zn , (7)

g(z) =
1

P1�(z)�g(z)

NX

n=0

agnz
n.

In these equations the Blaschke factors P1± are given by

P1±(z) =
nY

P=1

z � zP
1� zzP

, (8)

where zP is defined as (t± = (mB ±mD⇤)2)

zP =

p
t+ �m2

P �
p
t+ � t�p

t+ �m2
P +

p
t+ � t�

,

and the product is extended to all the Bc resonances be-
low the B-D⇤ threshold (7.29GeV) with the appropriate
quantum numbers (1+ for f and F1, and 1� for g). We
use the Bc resonances reported in Table I, but do not
include the fourth 1� resonance, which is too uncertain
and close to threshold. The Bc resonances also enter the
1� unitarity bounds as single particle contributions. The
outer functions �i for i = g, f,F1, can be read from Eq.
(4.23) in Ref. [16]:

�g(z) =
r

nI

3⇡�̃T
1�(0)

24r2(1 + z)2(1� z)�
1
2

[(1 + r)(1� z) + 2
p
r(1 + z)]4

,

�f (z) =
4r

m2
B

r
nI
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3
2

[(1 + r)(1� z) + 2
p
r(1 + z)]4

,

�F1(z) =
4r

m3
B

r
nI

6⇡�T
1+(0)

(1 + z)(1� z)
5
2

[(1 + r)(1� z) + 2
p
r(1 + z)]5

.

Notice that at zero recoil (w = 1 or z = 0) there is a
relation between two of the form factors

F1(0) = (mB �mD⇤)f(0). (9)
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and the product is extended to all the Bc resonances be-
low the B-D⇤ threshold (7.29GeV) with the appropriate
quantum numbers (1+ for f and F1, and 1� for g). We
use the Bc resonances reported in Table I, but do not
include the fourth 1� resonance, which is too uncertain
and close to threshold. The Bc resonances also enter the
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(4.23) in Ref. [16]:

�g(z) =
r

nI

3⇡�̃T
1�(0)

24r2(1 + z)2(1� z)�
1
2

[(1 + r)(1� z) + 2
p
r(1 + z)]4

,

�f (z) =
4r

m2
B

r
nI

3⇡�T
1+(0)

(1 + z)(1� z)
3
2

[(1 + r)(1� z) + 2
p
r(1 + z)]4

,

�F1(z) =
4r

m3
B

r
nI

6⇡�T
1+(0)

(1 + z)(1� z)
5
2

[(1 + r)(1� z) + 2
p
r(1 + z)]5

.

Notice that at zero recoil (w = 1 or z = 0) there is a
relation between two of the form factors

F1(0) = (mB �mD⇤)f(0). (9)
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(a)

BGL Fit: Data + lattice Data + lattice + LCSR

�2/dof 27.9/32 31.4/35

|Vcb| 0.0417
�
+20
�21

�
0.0404

�
+16
�17

�

af
0 0.01223(18) 0.01224(18)

af
1 �0.054

�
+58
�43

�
�0.052

�
+27
�15

�

af
2 0.2

�
+7
�12

�
1.0

�
+0
�5

�

aF1
1 �0.0100

�
+61
�56

�
�0.0070

�
+54
�52

�

aF1
2 0.12 (10) 0.089

�
+96
�100

�

ag
0 0.012

�
+11
�8

�
0.0289

�
+57
�37

�

ag
1 0.7

�
+3
�4

�
0.08

�
+8
�22

�

ag
2 0.8

�
+2
�17

�
�1.0

�
+20
�0

�

(b)

CLN Fit: Data + lattice Data + lattice + LCSR

�2/dof 34.3/36 34.8/39

|Vcb| 0.0382 (15) 0.0382 (14)

⇢2D⇤ 1.17
�
+15
�16

�
1.16 (14)

R1(1) 1.391
�
+92
�88

�
1.372 (36)

R2(1) 0.913
�
+73
�80

�
0.916

�
+65
�70

�

hA1(1) 0.906 (13) 0.906 (13)

TABLE III. Fit results using the BGL (a) and CLN (b) parameterizations. In the BGL fits aF1
0 is fixed by the value of af

0 , see

Eq. (9).

The coe�cients of the expansions (7) are subject to uni-
tarity bounds based on analyticity and the Operator
Product Expansion applied to correlators of two hadronic
c̄b currents. They read [16]

NX

i=0

(agn)
2 < 1,

NX

i=0

⇥
(afn)

2 + (aF1
n )2

⇤
< 1, (10)

and ensure a rapid convergence of the z-expansion over
the whole physical region, 0 < z < 0.056. In general
we find that a truncation at N = 2 is su�cient for the
|Vcb| determination, but we have systematically checked
the e↵ect of higher orders by repeating the analysis with
N = 3, 4.

The unitarity constraints (10) can be made stronger
by adding other hadronic channels with the same quan-
tum numbers. For instance, the form factor f+ entering
the decay B ! D`⌫ contributes to the left hand side
of the first equation in (10). Since lattice calculations
and experimental data determine f+ rather precisely [9],
one can readily verify that its contribution is negligible.
More generally, it is well-known that Heavy Quark Sym-
metry relates the various B(⇤) ! D(⇤) form factors in
a stringent way: in the heavy quark limit they are all
either proportional to the Isgur-Wise function or van-
ish. These relations can be used to make the unitarity
bounds stronger [11, 16], and to decrease the number of
relevant parameters. The CLN parameterization is built
out of these relations, improved with perturbative and
O(1/m) leading Heavy Quark E↵ective Theory (HQET)
power corrections from QCD sum rules, and of the ensu-
ing strong unitarity bounds. With respect to the original
paper [11], the experimental analyses have an additional
element of flexibility, as they fit the zero recoil value of
R1,2 directly from data, rather than fixing them at their
HQET values R1(1) = 1.27, R2(1) = 0.80. It should also
be recalled that the authors of Ref. [11] estimated the ac-
curacy of the parameterization for hA1(w) in Eq. (5) to

be better than 2%. This uncertainty, completely negligi-
ble at the time, is now quite relevant as can be seen in
Eqs. (1,2) but has never been included in the experimen-
tal analyses. Similarly, the slope and curvature of R1,2 in
Eq. (5) originate from a calculation which is subject to
O(⇤2/m2

c) corrections and to uncertainties in the QCD
sum rules on which it is based1.
The CLN and BGL parameterizations both satisfy the

unitarity bounds. They di↵er mostly in the CLN re-
liance on next-to-leading order HQET relations between
the form factors. In the following we are going to ver-
ify how important this underlying assumption is for the
extraction of Vcb, remaining mainly agnostic on the valid-
ity of the HQET relations, a matter which ultimately will
be decided by lattice QCD calculations2. Our strategy in
the following will be to perform minimum �2 fits to the
experimental data using the CLN or BGL parameteriza-
tions; in the latter case we will look for �2 minima which
respect the constraints (10) and evaluate 1� uncertainties
looking for ��2 = 1 deviations.

III. FITS AND RESULTS

In our �2 fits we use the unfolded di↵erential decay
rates measured in Ref. [10]. The Belle Collaboration pro-
vides the w, cos ✓v, cos ✓l, and � distributions, measured
in 10 bins each, for a total of 40 observables, and the
correlation matrix among the 40 bins. In addition, like
Ref. [10], we use the value of the form factor hA1 calcu-

1
These points are also emphasized in [18], which appeared as we

were about to send this paper.
2
As noted in [9], recent lattice calculation in some case di↵er from

the HQET ratios of form factors at the level of 10%.

Unfolded
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Comparison of approaches @ Y(4S)
• Untagged measurement predates tracking update in Belle: Δεtrack 

reduced by 3.  

• Errors on tracking, PID, π0 efficiencies are data driven. 

• Slow pion Tracking in Belle II ~2x efficiency < 100 MeV 

• Br needs better measure of NBB, f+0 — limited by precision of 
integrated luminosity measurement. 

• Tag calibration error can be improved by choosing cleaner tags in 
larger data sets. But we still need control modes! 

• Most errors cancel in LFUV measurement. 

• Belle tagged: stat±5%, sys±1% 

• Belle untagged (estimated - reanalysis in progress):  stat±1%, 
sys±1% 

• Belle II total ±< 1%.

28

Tag Method untagged tagged
Br [10-2] 4.58 4.95
Errors % %
Track 4.50 1.6

Slow track 1.29 0.1
eID 2.18 0.2 (in tag)
µID 0.1 (in tag)

fake leptons 0.07 <0.1
B→D**lν, FF 0.24 <0.1
B→D**lν, Bfs 0.57 0.2

D(*) Bfs 1.48 0.5
PDFs 0.22 0.9

Tag calibration 0.00 3.6
NBB 1.38 1.4
f+0 1.35 1.1
τB 0.59 0

π0 efficiency 0.00 0.5
Total 5.8 4.5
Stat 0.7 2.2
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More model independent
• Any substantial modifications to the signal shape (CLN → BGL, or NP) will affect acceptance. 

• 4D differentials, not 4 x 1D are preferable if feasible to measure. Any changes to the generated 
spectra should minimally affect the signal efficiency in the 4D case. 

• If we analyse in 4D, we need to understand background in 4D. 

• Tagged analysis ~3k events/ab, untagged analysis ~ 170k/ab

29

Efficiency (untagged analysis)

Selection
Reconstruction Low efficiency where 

lepton or πslow has 
relatively low 
momentum
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Kinematic endpoint

• BGL - CLN difference most striking at low recoil - high q2. 
• We should study this carefully for B→D*, B→D at the lepton endpoint.

30
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B → D** l ν
• No absolute Br of exclusive B → D** l ν decay modes. 

• D** branching ratios need complementary information from hadronic B decays. 

• Unmeasured D** → modes, for saturation of B → X l ν 

•  B → D(*)nπ l ν + B → D(*)η l ν etc.  No attempts at neutral modes, or modes with π0. 

• Scarce information on B →D** l ν differentials - statistics limited.

31

D J Observed Possible
D0* 1P 1/2 Dπ Dη
D1* 1P 1/2 D*π Dππ, Dη
D1 1P 3/2 D*π, Dππ D0*π, D0*ρ, D0*f0  
D2* 1P 3/2 D*π, Dπ Dππ
D’ 2S D(ρ,ππ), D*(η,π)
D’* 2S D*(ρ,ππ), D(η,π)
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B → D(*) π l ν  (NEW)
• Hadron tag 

• B+→ D(*) π0 l ν (1.4k signal) 

• B+→ D(*) π+ l ν (1.1k signal) 

• Binned fit to m2miss/ν to D and D* 
simultaneously (B+, B0 separately)

32

Belle, arXiv:1803.06444
6

]2 [(GeV/c^2)2
νM

20

40

60

80

100

120

)2 )2
Co

un
ts

/(0
.0

32
 (G

eV
/c Data

ν + l+π −* D→ +B
ν + l+π − D→ +B
ν X l →Other B 

BOther B
Continuum

ν + l+π − D→ +B

]2 [GeV2
νM

10

20

30

40

50

60

70

80

2 )2
Co

un
ts

/(0
.0

32
 (G

eV
/cν + l+π −* D→ +B

0 0.5 1 1.5 2
]2)2 [(GeV/c2

νM

2−
0
2Pu

ll

0.2− 0 0.2 0.4 0.6
]2)2 [(GeV/c2

νM

2−
0
2 Pu

ll

FIG. 1. (Color online) Binned extended maximum likelihood of the MC templates to the data for the combined fit to
B+ ! D�⇡+`+⌫ (left) and B+ ! D⇤�⇡+`+⌫ (right). The data is shown with error bars. The legend in the left panel indicates
each component in the fit. The dots at the bottom of each panel show the pulls between the data and the fit. For better
visibility, we doubled the bin width for this plot.
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FIG. 2. (Color online) Binned extended maximum likelihood of the MC templates to the data for the combined fit to
B0 ! D̄0⇡�`+⌫ (left) and B0 ! D̄⇤0⇡�`+⌫ (right). The data is shown with error bars. The legend in the left panel indicates
each component in the fit. The dots at the bottom of each panel show the pulls between the data and the fit. For better
visibility, we doubled the bin width for this plot.

correction factors of the simulation of the PID discussed
earlier as well as the uncertainty on the tracking e�ciency.
Similarly, for the underlying physical processes, we con-
sider the uncertainty of the D and B meson branching
fractions and the D⇤ and D⇤⇤ form factors. Further-

more, we consider the uncertainty of the calibration of
the tagging algorithm, the uncertainty on the total num-
ber of BB̄ pairs, and the uncertainty on the branching
fractions of ⌥(4S) to B+B� and B0B̄0. These sources
of uncertainty of the simulation of the detector and un-
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correction factors of the simulation of the PID discussed
earlier as well as the uncertainty on the tracking e�ciency.
Similarly, for the underlying physical processes, we con-
sider the uncertainty of the D and B meson branching
fractions and the D⇤ and D⇤⇤ form factors. Further-

more, we consider the uncertainty of the calibration of
the tagging algorithm, the uncertainty on the total num-
ber of BB̄ pairs, and the uncertainty on the branching
fractions of ⌥(4S) to B+B� and B0B̄0. These sources
of uncertainty of the simulation of the detector and un-
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B+ ! D�⇡+`+⌫ B0 ! D̄0⇡�`+⌫

Charged PID 4.8 6.9

⇡0 PID 1.2 6.0

Tracking e�ciency 2.6 3.6

D⇤⇤ form factors 0.3 0.2

D meson BRs 1.7 1.6

B meson BRs 0.0 0.1

Number of BB̄ 1.4 1.4

Tag e�ciency 4.6 3.2

⌥(4S) BR 1.2 1.2

Combined (see text) 8.3 9.7

TABLE III. Sources of uncertainty in the MC simulations
considered for systematic uncertainties for the channels B+ !
D�⇡+`+⌫ and B0 ! D̄0⇡�`+⌫ . The table lists the relative
uncertainties in the branching fractions in percent for each
channel for the combined fits. The last rows gives the combined
variation of all sources.

derlying physical processes are described in more detail
in Ref. [25]. Since it is reasonable to assume that the
sources of uncertainty follow a normal distribution, we
draw for each ensemble of simulated events, source, and
kinematic bin a new weight from a normal distribution
with the corresponding width. This is then used to do
an event-by-event weighting of the ensemble of simulated
events. The advantage of this method is that correlations
among the di↵erent sources for uncertainties as well as
the dependence on the event kinematics are taken into
account. By repeating this exercise while varying only one
source at a time, we estimate the relative contributions
of each source to the systematics. This decomposition is
shown in Tables III and IV. We omit the uncertainties due
to the K0

S e�ciencies and the D⇤ form factors because
these are consistent with zero relative to the tabulated
uncertainties.

From Tables III and IV, the combined systematic un-
certainty on the branching fraction by varying all sources
simultaneously are 8.3% for B+ ! D�⇡+`+⌫, 9.7% for
B0 ! D̄0⇡�`+⌫, 5.8% for B+ ! D⇤�⇡+`+⌫, and 7.2%
for B0 ! D̄⇤0⇡�`+⌫.

We estimate the systematic uncertainty propagated
from the statistical uncertainty of the fitting templates
to be 1.9%, 2.6%, 3.2%, and 3.5% for the B+ !
D�⇡+`+⌫ , B+ ! D⇤�⇡+`+⌫ , B0 ! D̄0⇡�`+⌫ and
B0 ! D̄⇤0⇡�`+⌫ channels, respectively. These values
are estimated using 1000 ensembles of simulated events
for which we vary the templates using Poisson statis-
tics. Finally, the uncertainty on the detector-e�ciency
dependence on MD(⇤)⇡ is estimated by varying the MD(⇤)⇡
spectrum for each channel within Poisson statistics and
adding the di↵erence of the average e�ciency between the
±68% boundaries of the fit to the e�ciency versusMD(⇤)⇡.
The resulting uncertainty propagated to the branching
fraction of interest is below 1%̇ for each channel. The

B+ ! D⇤�⇡+`+⌫ B0 ! D̄⇤0⇡�`+⌫

Charged PID 2.1 6.5

⇡0 PID 2.0 5.2

Tracking e�ciency 2.9 3.2

D⇤⇤ form factors 0.2 0.1

D meson BRs 1.8 1.1

B meson BRs 0.0 0.1

Number of BB̄ 1.4 1.4

Tag e�ciency 4.2 2.8

⌥(4S) BR 1.2 1.2

Combined (see text) 5.8 7.2

TABLE IV. Sources of uncertainty in the MC simulations
considered for systematic uncertainties for the channels B+ !
D⇤�⇡+`+⌫ andB0 ! D̄⇤0⇡�`+⌫ . The table lists the relative
uncertainties in the branching fractions in percent for each
channel for the combined fits. The last row gives the combined
variation of all sources.

final systematic uncertainties on the branching fraction
from all sources discussed above correspond to 8.6% for
B+ ! D�⇡+`+⌫, 6.4% for B+ ! D⇤�⇡+`+⌫, 10.3% for
B0 ! D̄0⇡�`+⌫, and 8.0% for B0 ! D̄⇤0⇡�`+⌫.

IV. RESULTS AND CONCLUSION

Using the combined fits, including the correction and
systematics from the MD(⇤)⇡ e�ciency, simulation uncer-
tainties and statistical uncertainty of the templates, we
obtain the following values for the branching fractions:

• B(B+ ! D�⇡+`+⌫)
= [4.55 ± 0.27 (stat.) ± 0.39 (syst.)] ⇥10�3,

• B(B0 ! D̄0⇡�`+⌫)
= [4.05 ± 0.36 (stat.) ± 0.41 (syst.)]⇥10�3,

• B(B+ ! D⇤�⇡+`+⌫)
= [6.03 ± 0.43 (stat.) ± 0.38 (syst.)]⇥10�3,

• B(B0 ! D̄⇤0⇡�`+⌫)
= [6.46 ± 0.53 (stat.) ± 0.52 (syst.)]⇥10�3.

These are within one standard deviation of the current
world-average values [20] with the exception of B0 !
D̄⇤0⇡�`+⌫ , which deviates by 1.7�. These supersede
the previous Belle result [11]. The total uncertainties
on our measurement are slightly better than the current
world-average for the channels B0 ! D̄0⇡�`+⌫ and B0 !
D̄⇤0⇡�`+⌫ , whereas they are the same for the channels
B+ ! D�⇡+`+⌫ and B+ ! D⇤�⇡+`+⌫. A potential
extension to this work would be to confirm the recent
observation of B ! D(⇤)⇡⇡`⌫ by BaBar [26] as well as to
analyze the MD(⇤)⇡ distribution to extract the branching
fractions and widths of the di↵erent D⇤⇤ mesons. Here,
there are still some discrepancies between the Belle [11]
and BaBar [13] measurements.
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D⇡+⇡�`�⌫, B ! D⇤⇡+⇡�`�⌫, other BB events,
and continuum events. Contributions to the B !
D(⇤)⇡+⇡�`�⌫ channels from B ! D(⇤)⇡±⇡0`�⌫
and B ! D(⇤)⇡0⇡0`�⌫ decays (cross-feed) are
treated as signal.

A fraction of signal decays are reconstructed with
a B meson charge di↵ering by ±1 from the true B
meson charge and contribute to the wrong signal
channel. We determine this fraction for each sig-
nal channel in simulation and fix the correspond-
ing yield ratio in the fit. Hadronic B meson decays
in which a hadron is misidentified as a lepton can
peak near U = 0. We estimate these small con-
tributions using simulation and hold them fixed in
the fit to the D(⇤)`�⌫ channels. Simulation indi-
cates that these peaking backgrounds are negligible
for the D(⇤)⇡+⇡�`�⌫ channels.

Fits to ensembles of parameterized MC pseudo-
experiments are used to validate the fit. All fitted
parameters exhibit unbiased means and variances.

The results for the D(⇤)⇡+⇡�`�⌫ channels are
shown in Fig. 2 with the corresponding signal
yields in Table I. The fitted yields for all back-
ground components are consistent with the val-
ues expected from MC. The only known source of
B ! D⇡+⇡�`�⌫ decays is B ! D1(2420)`�⌫ with
D1(2420) ! D⇡+⇡�. If we remove these D1(2420)
decays by vetoing events with 0.5 < m(D⇡+⇡�) �
m(D) < 0.6GeV/c2, the signal yields are reduced
to 84.3± 27.7 events in D0⇡+⇡�, and 37.3± 15.9 in
D+⇡+⇡�, which indicates that D1(2420) ! D⇡+⇡�

is not the only source for the observed signals.

TABLE I: Event yields and estimated e�ciencies (✏) for
the signal channels. The quoted uncertainties are statis-
tical only. The fourth column gives the statistical signif-
icance, S =

p
2�L, where �L is the di↵erence between

the log-likelihood value of the default fit and a fit with
the signal yield fixed to zero. The last column gives the
total significance, Stot, where systematic uncertainties
are included.

Channel Yield ✏⇥ 104 S Stot

D0`�⌫` 5567± 102 2.73± 0.01 > 40 > 40

D+`�⌫` 3236± 74 1.69± 0.01 > 40 > 40

D⇤0`�⌫` 9987± 126 2.03± 0.01 > 40 > 40

D⇤+`�⌫` 5404± 83 1.14± 0.01 > 40 > 40

D0⇡⇡`�⌫ 171± 30 1.18± 0.03 5.4 5.0

D+⇡⇡`�⌫ 56± 17 0.51± 0.02 3.5 3.0

D⇤0⇡⇡`�⌫ 74± 36 1.11± 0.02 1.8 1.6

D⇤+⇡⇡`�⌫ 65± 18 0.49± 0.02 3.3 3.0
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FIG. 2: Measured U distributions and results of the fit
for the (a) D0⇡⇡`�⌫, (b) D+⇡⇡`�⌫, (c) D⇤0⇡⇡`�⌫, and
(d) D⇤+⇡⇡`�⌫ samples.

Systematic uncertainties arising from limited
knowledge of branching fractions, form factors, and
detector response are evaluated. These impact
the determination of the PDF shapes, fixed back-
grounds, cross-feed contributions, and signal e�-
ciencies. The leading uncertainties arise from ig-
norance of potential resonance structure in the
D(⇤)⇡+⇡� final state, the limited size of MC sam-
ples used to derive PDFs, and the modeling of dis-
tributions of variables used in the Fisher discrim-
inants. The dependence on the D(⇤)⇡⇡ produc-
tion process is investigated by using, in turn, each
of the individual mechanisms listed previously to
model the signal. We assign the maximum deviation

between the branching fraction ratios R(⇤)
⇡+⇡� ob-

tained from the nominal and alternative decay mod-
els as an uncertainty, giving 7.8% for D0⇡+⇡�`�⌫,
10.5% for D+⇡+⇡�`�⌫, 19.2% for D⇤0⇡+⇡�`�⌫,
and 13.4% for D⇤+⇡+⇡�`�⌫. The impact of the
statistical uncertainties of the PDFs are estimated
from fits to 1300 simulated data sets, obtained from
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the primary MC samples using the bootstrapping
method [19], resulting in uncertainties ranging from
6.5% (D0⇡+⇡�`�⌫) to 21.1% (D⇤0⇡+⇡�`�⌫). We
estimate the uncertainty associated with modeling
the Fisher discriminants by using the uncorrected
shape of each simulated input distribution, one at
a time, before imposing the selection requirement.
The systematic uncertainty, given by the sum in
quadrature of the di↵erences with respect to the
nominal analysis, varies from 3.7% (D0⇡+⇡�`�⌫)
to 5.2% (D+⇡+⇡�`�⌫).

The ratios of branching fractions are calculated
from the fitted yields as

R(⇤)
⇡+⇡� =

N (⇤)
⇡+⇡�

N (⇤)
norm

✏(⇤)norm

✏(⇤)⇡+⇡�

, (1)

where ✏ refers to the corresponding e�ciency, which
is calculated from MC for the same type of B meson

(B� or B0) used in the two-pion signal (N (⇤)
⇡+⇡�) and

zero-pion normalization (N (⇤)
norm) yields. The results

are given in Table II. The dependence of the e�cien-
cies on the details of the hadronic B reconstruction
largely cancels in the ratio, as do some other asso-
ciated systematic uncertainties and possible biases.
Since semileptonic B decays proceed via a spectator
diagram, the semileptonic decay widths of neutral
and charged B mesons are expected to be equal.
We therefore determine combined values for the B�

and B0 channels: these are given in Table II. Also
shown are the corresponding B� branching fractions
obtained by using Ref. [4] for the branching fractions
of the normalization modes.

TABLE II: Branching fraction ratios R(⇤)
⇡+⇡� for the

D(⇤)⇡+⇡�`�⌫ channels and corresponding isospin-
averaged values. The first uncertainty is statistical and
the second is systematic. The rightmost column gives
the corresponding branching fractions, where the third
uncertainty comes from the branching fraction of the
normalization mode. The isospin-averaged results are
quoted as B� branching fractions.

Channel R(⇤)
⇡+⇡� ⇥ 103 B ⇥ 105

D0⇡+⇡�`�⌫ 71± 13± 8 161± 30± 18± 8

D+⇡+⇡�`�⌫ 58± 18± 12 127± 39± 26± 7

D⇤0⇡+⇡�`�⌫ 14± 7± 4 80± 40± 23± 3

D⇤+⇡+⇡�`�⌫ 28± 8± 6 138± 39± 30± 3

D⇡+⇡�`�⌫ 67± 10± 8 152± 23± 18± 7

D⇤⇡+⇡�`�⌫ 19± 5± 4 108± 28± 23± 4

In conclusion, the decays B ! D(⇤)(n⇡)`�⌫ with
n = 0 or 2 are studied in events with a fully re-
constructed second B meson. We obtain the first
observation of B ! D0⇡+⇡�`�⌫ decays and first
evidence for B ! D(⇤)+⇡+⇡�`�⌫ decays. The
branching ratios of B ! D(⇤)⇡+⇡�`�⌫ decays
relative to the corresponding B ! D(⇤)`�⌫ de-
cays are measured. To estimate the total B !
D(⇤)⇡⇡`�⌫ branching fraction we use isospin sym-
metry and consider in turn each of the B ! Xc`�⌫
decay models discussed above. We find B(B !
D(⇤)⇡+⇡�`�⌫)/B(B ! D(⇤)⇡⇡`�⌫) = 0.50 ± 0.17,
where the uncertainty is one half the observed spread
from the investigated models, which implies B(B !
D⇡⇡`�⌫) + B(B ! D⇤⇡⇡`�⌫) = (0.52+0.14

�0.07
+0.27
�0.13)%,

where the first uncertainty is the total experimental
uncertainty and the second is due to the unknown
fraction of B ! D(⇤)⇡+⇡�`�⌫ in B ! D(⇤)⇡⇡`�⌫
decays. This corresponds to between one-quarter
and one-half of the di↵erence between the sum of the
previously measured exclusive B meson semileptonic
decays to charm final states and the corresponding
inclusive semileptonic branching fraction.
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further. Charged Btag candidates are required to
have charge opposite that of the lepton candidate.
We calculate Eextra, the energy sum of all calorime-
ter energy clusters with energy greater than 80MeV
that are not used in the reconstruction of the B can-
didates, and require Eextra  0.4GeV. After these
criteria are applied, the remaining events have on
average about two ⌥ (4S) ! BtagB candidates per
signal channel. The candidate in each D(⇤)(n⇡)`�

channel with the smallest |�E| is retained.
Each ⌥ (4S) ! BtagB candidate is fit to the

hypothesized decay topology, imposing vertex and
mass constraints on intermediate states in order to
improve the resolution. The four-momentum of the
BtagD(⇤)(n⇡)`� candidate is subtracted from that
of the initial e+e� state to determine the four-
momentum pmiss = (Emiss, ~pmiss). For events in
which a single neutrino is the only missing parti-
cle, the di↵erence U ⌘ Emiss � |~pmiss|c peaks at zero
with a resolution of ⇡ 0.1GeV; U is used to discrimi-
nate against events with additional missing particles.
In contrast to the commonly used missing-mass-
squared, which is proportional to Emiss + |~pmiss| ⇡
2Emiss, U does not depend directly on the modeling
of Emiss and thus on the decay dynamics. Hadronic
B decays for which all final-state particles are recon-
structed, and in which a hadron is misidentified as
an electron or muon, have Emiss ⇡ |~pmiss| ⇡ 0: we
require |~pmiss| > 0.2GeV/c to suppress these events.
We impose m(D0⇡±) � m(D0) > 0.16GeV/c2 for
the D0⇡+⇡�`�⌫ channel to remove correctly recon-
structed B� ! D⇤+⇡�`�⌫ events with a subsequent
D⇤+ ! D0⇡+ decay.

We use a separate Fisher discriminant [16] in each
signal channel to further reduce the background
from continuum and BB events. The variables used
are Eextra, mES , the number of unused neutral clus-
ters with energy greater than 80MeV, the numbers
of charged tracks and neutral clusters in the Btag

candidate, the second normalized Fox-Wolfram mo-
ment R2 [17], and the CM-frame cosine of the angle
between the thrust axes of the Btag candidate and
of the remaining particles in the event. The discrim-
inants are constructed using simulated events, with
the distribution of each variable reweighted to match
the distribution in data. The selection requirement
on the output variables is optimized assuming a
branching fraction B(B ! D(⇤)⇡+⇡�`�⌫) = 0.12%
in each channel.

At this stage of the analysis an event may be re-
constructed in more than one channel. To obtain
statistically independent samples and to maximize
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FIG. 1: Measured U distributions and results of the fit
for the (a) B� ! D0`�⌫ and (b) B� ! D⇤0`�⌫ sam-
ples.

the sensitivity to D(⇤)⇡+⇡�`�⌫ decays, we select a
unique candidate as follows. Any event found in a
D(⇤)`�⌫ sample is removed from all samples with
one or two signal pions. If an event enters two or
more samples with the same number of signal pions,
candidates are removed from the sample with lower
signal-to-background level. In addition, we remove
from the D(⇤)⇡+⇡�`�⌫ samples any event found in
a D(⇤)⇡`�⌫ sample with |U | < 0.1GeV.

The analysis procedure was developed using sim-
ulated event samples; the data for the two-pion sig-
nal modes were not examined until the selection and
fit procedures were finalized. Event yields are ob-
tained from an unbinned maximum likelihood fit to
the U distribution in the range �1.5 < U < 3.0GeV
for each signal channel. One-dimensional proba-
bility density functions (PDF) for the signal and
background components of each sample are obtained
from MC using parametric kernel estimators with
adaptive widths [18]. Figure 1 shows the results for
the D(⇤)0`�⌫ channels; the results for the D(⇤)+`�⌫
channels are similar. Corresponding yields are pre-
sented in Table I.

The PDFs used in the fit to the D(⇤)`�⌫ chan-
nels include the following components, whose mag-
nitudes are parameters of the fit: B ! D`�⌫,
B ! D⇤`�⌫, B ! D(⇤)⇡`�⌫, other BB events,
and continuum events. Potential contributions from
D(⇤)⇡⇡`�⌫ decays have a similar shape to D(⇤)⇡`�⌫
decays in these channels and are included in the
B ! D(⇤)⇡`�⌫ component. The PDFs used in the fit
to the D(⇤)⇡+⇡�`�⌫ channels include the following
components: B ! D(⇤)`�⌫, B ! D(⇤)⇡�`�⌫, B !
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TABLE II: Results from the fits to data: the B → D∗∗ℓ−ν̄ℓ signal yield, the corresponding reconstruction efficiency, the product
of branching fractions, where the first error is statistical and the second systematic. For the B → D∗

2ℓ−ν̄ℓ decay, we report
yields and product of branching fractions for the D∗

2 → Dπ decay mode. For the isospin-constrained results (last two columns),
the B− branching fraction products are reported. The statistical significances, Sstat, are obtained by computing the difference
in the log likelihood between the nominal fit and the fit in which we fix the different signal components to 0. The significances

including the systematic uncertainty, Stot, are obtained by rescaling the statistical significances by σstat/
q

σ2
stat + σ2

syst.

Decay Mode Yield ϵsig(×10−4) B (B → D∗∗ℓ−ν̄ℓ ) × B(D∗∗
→ D(∗)π±) % Stot(Sstat) B % Stot(Sstat)

B−
→ D0

1ℓ−ν̄ℓ 165 ± 18 1.24 0.29 ± 0.03 ± 0.03 9.9 (12.7) 0.29 ± 0.03 ± 0.03 10.7 (15.2)
B−

→ D∗0
2 ℓ−ν̄ℓ 97 ± 16 1.44 0.15 ± 0.02 ± 0.01 6.3 (7.3) 0.12 ± 0.02 ± 0.01 6.0 (7.4)

B−
→ D

′0
1 ℓ−ν̄ℓ 142 ± 21 1.13 0.27 ± 0.04 ± 0.05 5.4 (8.0) 0.30 ± 0.03 ± 0.04 6.4 (10.0)

B−
→ D∗0

0 ℓ−ν̄ℓ 137 ± 26 1.15 0.26 ± 0.05 ± 0.04 4.5 (5.8) 0.32 ± 0.04 ± 0.04 6.1 (8.3)
B0

→ D+
1 ℓ−ν̄ℓ 88 ± 14 0.70 0.27 ± 0.04 ± 0.03 7.0 (8.4)

B0
→ D∗+

2 ℓ−ν̄ℓ 29 ± 13 0.91 0.07 ± 0.03 ± 0.01 (< 0.11 @90% CL) 2.3 (2.5)

B0
→ D

′+
1 ℓ−ν̄ℓ 86 ± 18 0.60 0.31 ± 0.07 ± 0.05 4.6 (5.8)

B0
→ D∗+

0 ℓ−ν̄ℓ 142 ± 26 0.70 0.44 ± 0.08 ± 0.06 4.7 (6.0)
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TABLE I: m2
miss selection criteria.

Mode Selection Criteria
B−

→ D∗+π−ℓ−ν̄ℓ −0.25 < m2
miss < 0.25 GeV2/c4

B−
→ D+π−ℓ−ν̄ℓ −0.25 < m2

miss < 0.8 GeV2/c4

B0
→ D∗0π+ℓ−ν̄ℓ −0.2 < m2

miss < 0.35 GeV2/c4

B0
→ D0π+ℓ−ν̄ℓ −0.15 < m2

miss < 0.85 GeV2/c4

D(∗)0π+ℓ−ν̄ℓ decays starting from the corresponding
Btag + D(∗)ℓ− combinations. We select events with
only one additional reconstructed charged track, cor-
rectly matched to the D(∗) flavor, that has not been used
for the reconstruction of the Btag, the signal D(∗), or the
lepton. D(D∗) candidates are selected within 2σ (1.5-
2.5σ, depending on the D∗ decay mode) of the D mass
(D∗ −D mass difference), where the resolution σ is typi-
cally around 8 (1-7) MeV/c2. For the B0 → D(∗)0π+ℓ−ν̄ℓ

decay, we additionally require the invariant mass differ-
ence m(D0π+)−m(D0) to be greater than 0.18 GeV/c2

to veto B0 → D∗+ℓ−ν̄ℓ events.
Semileptonic B → D∗∗ℓ−ν̄ℓ decays are identi-

fied by the missing mass squared in the event,

m2
miss =

[

p(Υ (4S)) − p(Btag) − p(D(∗)π) − p(ℓ)
]2

, de-
fined in terms of the particle four-momenta. For correctly
reconstructed signal events, the only missing particle is
the neutrino, and m2

miss peaks at zero. Other B semilep-
tonic decays, where one particle is not reconstructed
(feed-down) or is erroneously added to the charm candi-
date (feed-up), exhibit higher or lower values in m2

miss [7].
In feed-down cases where both a D and a D∗ candidate
have been reconstructed, we keep only the latter candi-
date.

The m2
miss selection criteria are listed in Table I. The

m2
miss region between 0.2 and 1 GeV2/c4 for B →

Dπℓ−ν̄ℓ events is dominated by feed-down from B →
D∗∗(→ D∗π)ℓ−ν̄ℓ semileptonic decays where the soft
pion from the D∗ decay is not reconstructed. In order
to retain these events we apply an asymmetric cut on
m2

miss for these modes.
The signal yields for the B → D∗∗ℓ−ν̄ℓ decays are

extracted through a simultaneous unbinned maximum
likelihood fit to the four m(D(∗)π) − m(D(∗)) distribu-
tions. With the current statistics, validation studies on
MC samples show that our sensitivity to non-resonant
B → D(∗)πℓ−ν̄ℓ decays is limited. Including hypothe-
ses for these components results in a fitted contribution
that is consistent with zero. Thus we assume that these
non-resonant contributions are negligible. The probabil-
ity that B → D∗∗(→ D∗π)ℓ−ν̄ℓ decays are reconstructed
as B → D∗∗(→ Dπ)ℓ−ν̄ℓ is determined with the MC sim-
ulation to be 26%(59%) for the B−(B0) sample and held
fixed in the fit.

The Probability Density Functions (PDFs) for the
D∗∗ signal components are determined using MC B →
D∗∗ℓ−ν̄ℓ signal events. A convolution of a Breit-Wigner
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FIG. 1: (Color online) Fit to the m(D(∗)π) − m(D(∗)) dis-
tribution for a) B−

→ D∗+π−ℓ−ν̄ℓ, b) B−
→ D+π−ℓ−ν̄ℓ, c)

B0
→ D∗0π+ℓ−ν̄ℓ, and d) B0

→ D0π+ℓ−ν̄ℓ: the data (points
with error bars) are compared to the results of the overall fit
(sum of the solid distributions). The PDFs for the different
fit components are stacked and shown in different colors.

function with a Gaussian, whose resolution is determined
from the simulation, is used to model the D∗∗ resonances.
The D∗∗ masses and widths are fixed to measured val-
ues [5]. We rely on the MC prediction for the shape
of the combinatorial and continuum background. A non-
parametric KEYS function [18] is used to model this com-
ponent for the D∗πℓ−ν̄ℓ sample, while for the Dπℓ−ν̄ℓ

sample we use the convolution of an exponential with
a Gaussian to model the tail from virtual D∗ mesons.
The combinatorial and continuum background yields are
estimated from data. We fit the hadronic Btag mES dis-
tributions for B → D∗∗ℓ−ν̄ℓ events as described in [7],

Babar PRL 101:261802 (2008)

• Reconstruct B → D(*)π±lν in events tagged with hadronic B 
decays  

• Simultaneous fit to M(D(*)π) or M(D(*)π) -M(D(*)), including 
cross- feeds  

• Background yield constrained from fit to Btag mass. Shapes 
checked on  wrong-sign data combinations  

• Large rate for broad states! 
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B→ D** l ν exclusive measurements
• B → D(*) π l ν - ultimately want to measure form factors 

• Normalised  with D l ν or X l ν 

• Strong model dependence in systematics - particularly 
broad J=1/2 modes. 

• Highly stats limited (modelling errors can be overcome 
by measuring differentials)

35

Belle tagged 
J=3/2 & 1/2

Babar tagged 
J=3/2 & 1/2

NBB [106] 657 460
Error % %

Tracking
2

1.8-2.4
Particle ID 1.2-1.6
π0 & γ Eff. 0.2-4.8
MC stats. in stat. -

Comb.&Cont. - 0.2-10.4
Helicity corr.

12-22 4.5-13.8Signal model
PDFs 0.2-8.7
NBB - -

D(*) Bfs
10

3-4.5
Norm 4-6
Bkg 6 -

total sys 14-25 5.5-17
total stat 14-40 10-20

Babar PRL 101:261802 (2008)
Babar PRL 103:051803 (2009)
Belle PRD 77:091503 (2008)
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Future measurements of B→D(*) l ν 
• Direct measurements with BGL in 4x1D and 4D. 

• 4-dimension binning: What binning is best? Can 
we model background in 4D? Method of 
moments? 

• *Forward* folding Vs. unfolding. 

• Model independent + NP fits (particularly VR), 
accounting for modified acceptance and PDFs. 

• Studies of B → D* l ν and B → D l ν near the kinematic 
endpoint. Can the BGL-CLN differences have an 
impact on inclusive |Vub|, B→ X τ ν studies? 

• Differential measurements of B → D** l ν (resonant). 

• Precise e/µ LFUV tests. 

• More tests of  B+ vs. B0 (different EM corrections)
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Figure 6: The results of our random scan showing RK against R
µ/e
D (top) and R

e/µ
D⇤

(bottom) for the parameter choices detailed in Sec. 4 for ‘scan I’, in which the leptoquark
mass is allowed to vary to values as large as 5 TeV. For leptoquark masses between 3 and
5 TeV, the tension in RK can be significantly resolved while keeping LFU effects between
electron and muon modes mild.

conserve lepton flavor, of which those considered in our analysis are `i ! `j�, `i ! `j`k`l

and muon–electron conversion in nuclei: µ
A
ZN ! e

A
ZN. We use the expressions for these

processes found in the Appendix of Ref. [76], adapted to the case of one leptoquark, and

– 16 –

Belle II expectation

l

Calculation of Branching Fraction

(e/µ) ratio of the B.F can be calculated:

B(B0 ! D⇤+`�⌫) =
Nsignals after fit

✏⇥B(D⇤+!D0⇡s)⇥B(D0!K⇡)⇥N
B0

B(B0 ! D⇤+e�⌫) = 0.0493 ± 0.004. = (4.93 ± 0.04) %

B(B0 ! D⇤+µ�⌫) = 0.0489 ± 0.004. = (4.89 ± 0.04) %

Re/u =
B(B0!D

⇤+
e

�⌫e)
B(B0!D⇤+µ�⌫µ)

= 1.008 ± 0.11. = 1.008 ± 0.011.

B(B0 ! D⇤+`�⌫) = 0.0491 ± 0.006stat = (4.91 ± 0.01) %.

Eiasha Waheed (University of Melbourne) February 1, 2018 28 / 35

Cai, et al. JHEP 1710 (2017) 047 
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Belle II considerations
• Systematics dominated analyses. 

• Reconstruction 

• Tracking - trade off between efficiency and purity. We can choose 
cleaner tracks! Systematics due to small differences between data/MC. 

• eID, µID errors extracted from studies of ee→µµ(γ), ee→ ee(γ), J/ψ → l+l- . 
Data driven, therefore can be improved with more data. 

• Normalisation 

• Tag uncertainties due to low purity modes (dominant) and due to tag 
calibration modes. We can use cleaner tagging. 

• NBB and f+0 must be remeasured at Belle II. Dominated by luminosity 
errors - due to trigger stability & can be studied with extra triggers. 

• Background 

• Better vertex fitting, neutral reconstruction should better mitigate 
background.

37

Tag Method untagged tagged
Br [10-2] 4.58 4.95
Errors % %
Track 4.50 1.6

Slow track 1.29 0.1
eID 2.18 0.2 (in tag)
µID 0.1 (in tag)

fake leptons 0.07 <0.1
B→D**lν, FF 0.24 <0.1
B→D**lν, Bfs 0.57 0.2

D(*) Bfs 1.48 0.5
PDFs 0.22 0.9

Tag calibration 0.00 3.6
NBB 1.38 1.4
f+0 1.35 1.1
τB 0.59 0

π0 efficiency 0.00 0.5
Total 5.8 4.5
Stat 0.7 2.2

B→ D* l ν 
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Naive Belle II projections

• B→ D* l ν , 
• |Vcb| Experiment Error : 3% → 1% 
• Re/µ : 5% → 1% 

• B→ D l ν , 
• |Vcb| Experiment Error 3% → 1% 
• Re/µ : (6% approx.) → 1% 

• B → D** l ν  
• Exclusive modes never done comprehensively at B-factories. A 

long way to go to eliminate this as bias on B → D(*) τ ν. 

38



MITP 2018, Belle II Phillip URQUIJO

Summary

•Recent results:  

• B→D* l ν (Belle preliminary 2017), B→D l ν (Belle 2016) 

• B→ D(*) π l ν  (Belle New 2018), B→D(*) π π l ν (Babar 2016) 

•Experiments working on more model independent data preparation - 
particularly B→ D* l ν.  

•Belle II will have a challenge in improving precision, 

• Focus for Vcb will be on improved systematic errors from particle 
reconstruction and tagging. 

• B→D** l ν will clearly benefit from >> 1 ab-1.

39



Backup



MITP 2018, Belle II Phillip URQUIJO

Belle II Upgrades

41

Belle II upgrades

10

Central beam pipe: decreased diameter from 
3cm to 2cm (Beryllium)

Vertexing: new 2 layers of pixels, upgraded 4 
double-sided layers of silicon strips

Tracking: drift chamber with smaller cells, 
longer lever arm, faster electronics

PID: new time-of-flight (barrel) and proximity 
focusing aerogel (endcap) Cherenkov detectors

EM calorimetry: upgrade of electronics and 
processing with legacy CsI(Tl) crystals

K
L
 and ᶞ:  scintillators replace RPCs (endcap 

and inner two layers of barrel)
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