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μe-scattering

86 Chapter 4. Adaptive integrand decomposition

�

1211
1235 = � 16m2

(4m2
+ s(d � 2)) ,

�12345 = 4(s � 2m2
)(4m2

+ s(d � 2)) . (4.72)

From the point of view of the integrand decomposition, the integrals occurring in
eq. (4.71) are to be considered as independent. A further IBPs reduction would bring
down to 5 the final number of master integrals.

4.4.1 An application: muon-electron scattering

As an example of the analytic integrand-level decomposition obtained through Aida,
we consider the NLO and NNLO virtual QED corrections to the muon-electron elastic
scattering

µ�
(p1) + e�(p2) ! e�(p3) + µ�

(p4) . (4.73)

The analytic computation of the two-loop master integrals related to this process, which
will be discussed in chapter 8, is possible, at the present time, only in the limit of van-
ishing electron mass. Therefore, although the integrand reduction can be also obtained
by retaining the full dependence on the masses of both leptons, we will assume from
the very beginning m2

e

= 0, in order keep our results more compact. In such limit, the
kinematics of the process is defined by

s = (p1 + p2)
2, t = (p2 � p3)

2, u = �s � t + 2m2 , (4.74)

with p21 = p24 = m2 and p22 = p23 = 0.

Figure 4.5: µe scattering at tree-level in QED.

The QED crossection for µe scattering is expanded in the fine structure constant
↵ = e2/4⇡ as

� = �LO + �NLO + �NNLO + . . . (4.75)

where, schematically,
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with d�
n

being the n-body phase-space. In eq. (4.76), M(`) indicates the `-loop virtual
contribution to the µe scattering amplitude, which is O(↵`+1

), whereas M(`)
�

and M(`)
��
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u = �s� t+ 2m2 � 2m2
eThe LO QED prediction for the di↵erential cross section of the scattering in (2.1) is

d�0

dt
= �4⇡↵2

�
m2 + m2

e

�2 � su + t2/2

t2� (s, m2, m2
e

)
, (2.3)

where ↵ is the fine-structure constant. The NLO QED corrections to this cross section

were computed long time ago [13–18] and revisited more recently [19]. As a first check,

we recalculated these corrections and found perfect agreement with ref. [19], both for the

virtual corrections and the soft photon emissions. We note that some of the pioneering

publications, like [14, 16], contain typos or errors, so that they cannot be directly employed.

In the rest of this paper we will work in the approximation of vanishing electron mass,

m
e

= 0, i.e. with the kinematics specified by p21 = p24 = m2 and p22 = p23 = 0. The master

integrals will be conveniently evaluated in the non-physical region s < 0, t < 0.

3 Four-point topologies

The main goal of this work is the evaluation of the master integrals (MIs) of the planar two-

loop four-point functions contributing to µe scattering, drawn in figure 1. For completeness,

we will discuss also the evaluation of the MIs of the one-loop four-point function in figure 2.

We consider `-loop m-denominator Feynman integrals in d = 4� 2✏ dimensions of the

type

Z
`Y

i=1

gddk
i

1

Dn1
1 . . . Dnm

m

, n
i

2 Z . (3.1)

In our conventions, the integration measure is defined as

gddk
i

=
ddk

i

(2⇡)d

✓
i S

✏

16⇡2

◆�1✓m2

µ2

◆
✏

, (3.2)

with µ being the ’t Hooft scale of dimensional regularization and

S
✏

= (4⇡)✏ �(1 + ✏) . (3.3)

We choose the following set of propagators for the relevant planar four-point topologies

at one- and two-loop:

• For the one-loop integral family, depicted in figure 2,

D1 = k2
1 � m2 , D2 = (k1 + p1)

2 ,

D3 = (k1 + p1 + p2)
2 , D4 = (k1 + p4)

2 . (3.4)

• For the first two-loop integral family, which includes the topologies T1, T2, T3, T7 and

T8 of figure 1,

D1 = k2
1 � m2, D2 = k2

2 � m2, D3 = (k1 + p1)
2, D4 = (k2 + p1)

2,

D5 = (k1 + p1 + p2)
2, D6 = (k2 + p1 + p2)

2, D7 = (k1 � k2)
2,

D8 = (k1 + p4)
2, D9 = (k2 + p4)

2 . (3.5)
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dently. The MIs for the planar topology T4 and T5, instead, would correspond to the MIs

of subleading-color contributions to tt̄-pair production, and were not considered previously.

For certain classes of MIs, like the ones of the processes µe ! µe and pp ! tt̄, the

choice of the boundary conditions may still constitute a challenging problem. In some cases

considered in refs. [30–33], the direct integration of the MIs in special kinematic configura-

tions was addressed by using techniques based on Mellin-Barnes representations [52, 53].

Alternatively, here we exploit either the regularity conditions at pseudo-thresholds or the

expression of the integrals at well-behaved kinematic points. The latter might be obtained

by solving simpler auxiliary systems of di↵erential equations, hence limiting the use of

direct integration only to a simple set of input integrals. Our preliminary studies make us

believe that the strategy we adopt for the determination of the considered integrals is not

only limited to the planar contributions, but it can be applied to the non-planar graphs as

well. In particular, we show its application for the determination of the MIs for the non-

planar vertex graph [25–29]. Moreover, due to the similarity of the cases, we are confident

that it can be very helpful for completing the analytic evaluation of the MIs needed for the

two-loop QCD corrections to pp ! tt̄, which are currently known only numerically [54–58].

The paper is organized as follows. In sec. 2 we describe the kinematics of µe scattering

and we give a brief review of the LO and NLO QED contributions to the cross section.

In sec. 3 we fix our notation and conventions for the four-point topologies. In sec. 4 we

discuss the general features of the systems of di↵erential equations satisfied by the MIs

and their general solution in terms of generalised polylogarithms. In sec. 5 we describe

the computation of the one-loop MIs and in sec. 6 we present the results for the planar

two-loop MIs. Finally, in sec. 7 we compute the MIs for the non-planar two-loop vertex.

In sec. 8 we give our conclusions. The information provided in the text is complemented

by two appendices: in appendix A we discuss the computation of the auxiliary integrals

which have been used to extract some of the boundary constants and, in appendix B, we

give the expressions of the dlog-form of the matrices associated to canonical systems.

The analytic expressions of the considered MIs are given in the ancillary files accom-

panying the arXiv version of this publication.

2 LO cross section and NLO QED corrections

Let us consider the elastic scattering

µ+(p1) + e�(p2) ! e�(p3) + µ+(p4), (2.1)

and define the Mandelstam variables

s = (p1 + p2)
2, t = (p2 � p3)

2, u = (p1 � p3)
2, (2.2)

satisfying s + t + u = 2m2 + 2m2
e

, with the physical requirements s > (m
e

+ m)2,

��(s, m2, m2
e

)/s < t < 0, and �(x, y, z) = x2 + y2 + z2 � 2xy � 2xz � 2yz is the Källen

function.

– 3 –
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The analytic computation of the two-loop master integrals related to this process, which
will be discussed in chapter 8, is possible, at the present time, only in the limit of van-
ishing electron mass. Therefore, although the integrand reduction can be also obtained
by retaining the full dependence on the masses of both leptons, we will assume from
the very beginning m2

e

= 0, in order keep our results more compact. In such limit, the
kinematics of the process is defined by
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Figure 4.5: µe scattering at tree-level in QED.

The QED crossection for µe scattering is expanded in the fine structure constant
↵ = e2/4⇡ as

� = �LO + �NLO + �NNLO + . . . (4.75)

where, schematically,
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with d�
n

being the n-body phase-space. In eq. (4.76), M(`) indicates the `-loop virtual
contribution to the µe scattering amplitude, which is O(↵`+1

), whereas M(`)
�

and M(`)
��

-                      experiment demands for more accurate predictions:

LO
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Multiloop amplitudes

- Amplitude expressed in terms of scalar Feynman integrals:

M(`)(sij , ✏) =
X

k

ak(sij , ✏)Ik(sij , ✏)

Ik(sij , ✏) =
Z Ỳ

i=1

ddqi
1

Da1
1 · · ·Dank

nk

, Di = (l2i �m2
i ) , ai 2 Z

- Integral decomposition (projection into form factors)
- Integrand decomposition 
- Generalised and numerical unitarity 

M(`)(p1, . . . , pN ) =

ngraphX

i=1

Gi(p1, . . . , pN )
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Figure 8.1: Two-loop four-point topologies for µe scattering

tions was addressed by using techniques based on Mellin-Barnes representations [70, 71].
Alternatively, here we exploit either the regularity conditions at pseudo-thresholds or
the expression of the integrals at well-behaved kinematic points. The latter might be
obtained by solving simpler auxiliary systems of DEQs, hence limiting the use of direct
integration only to a simple set of input integrals. Our preliminary studies make us
believe that the adopted strategy can be applied to the non-planar graphs as well. In
particular, anticipating the computation of the non-planar topology T6, we show its
application to the determination of the MIs for the non-planar vertex graph [258–262].

8.2 System of differential equations

In this section, we summarize the properties of the systems of DEQs satisfied by the
MIs that appear in the integral topologies T

i

, i 2 {1, 2, 3, 4, 5, 7, 8, 9, 10} of figure (8.1)
and we describe the adopted solving strategy.

In order to compute the MIs, we first derive their DEQs in the dimensionless vari-
ables �s/m2 and �t/m2. Upon the change of variables

� s

m2
= x, � t

m2
=

(1 � y)

2

y
, (8.5)

the coefficients of the DEQs become rational functions of x and y. By means of IBPs
reduction, we identify an initial set of MIs F that fulfil systems of DEQs of the type

@F

@x
= (A0x(x, y) + A1x(x, y))✏F ,

@F

@y
= (A0 y(x, y) + A1 y(x, y))F . (8.6)
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1 Four-point topologies

In this paper we consider the muon-electron scattering

µ+(p1) + e�(p2) ! e�(p3) + µ+(p4) (1.1)

in the approximation of vanishing electron mass, me = 0, i.e. with the kinematics specified

by

p21 = p24 = m2 , p22 = p23 = 0 ,

s = (p1 + p2)
2 , t = (p2 � p3)

2 , u = (p1 � p3)
2 = 2m2 � t � s , (1.2)

where m is the muon mass. In particular we compute the master integrals for the non-

planar contribution to the two-loop amplitude depicted in fig. 1.
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Figure 1: Two-loop four point topologies for e-µ scattering

The calculation involves the evaluation of Feynman integrals in d = 4� 2✏ dimensions

of the type

Z
gddk1 gddk2

1

Dn1
a1 . . . Dn9

a9
. (1.3)

In our conventions, the integration measure is defined as

gddki =
ddki
(2⇡)d

✓
i S✏

16⇡2

◆�1✓m2

µ2

◆✏

, (1.4)

– 1 –

M(2) = + +

++
+many more

- Diagrammatic approach to scattering amplitudes in perturbation theory:

- Different techniques to extract              :ak(sij , ✏)

Ossola, Papadopoulus, Pittau (07) Ellis,Giele Kunszt (08), Mastrolia, Ossola (11), Zhang (12) 
Mastrolia, Mirabella, Ossola, Peraro (12) Mastrolia, Peraro, AP (16), …

Bern, Dixon, Dunbar, Kosower (94), Cachazo, Svrcek, Witten (04), 
Britto, Cachzao, Feng (05), … 
Ita (15), Abreu, Febres Cordero, Ita, Jaquier, Page (17), …

G2 G3

G4 G5



Integration-by-parts

Z Ỳ

i=1

ddqi
@

@ qµj

✓
vµk

Da1
1 · · ·Dank

nk

◆
= 0 , vµk 2 {qµk , p

µ
k}

-  Feynman integrals in DR obey Integration-by-Parts  identities:

- Reduction automatised in several public codes: AIR (Anastasiou, Lazopoulos 04), FIRE (Smirnov 

08), Reduze (Studerus 10, + von Manteuffel 12), LiteRed (Lee 12), Kira (Maierhoefer, Usovitsch, Uber 17)  

Chetyrkin, Tkachov (81)

- IBPs generate identities between different Feynman integrals Ik(sij , ✏)

- IBPs produce huge overdetermined systems. Solved through the Laporta algorithm

Z
ddq

D2
1D2

=

Z
ddq

(q2 �m2)2[(q � p)2 �m2]

=
d� 3

(p2 � 4m2)

Z
ddq

D1D2
� d� 2

2m2(p2 � 4m2)

Z
ddq

D1

d� 3

(p2 � 4m2)
� d� 2

2m2(p2 � 4m2)
=

p2
=



Integration-by-parts

Ik(sij , ✏) =
NX

n=1

bn(sij , ✏)fk(sij , ✏)

- Loop amplitude reduced to a linear combination of the master integrals:

- All Feynman integrals expressed in terms of a finite number of master integrals

M(`)(p1, . . . , pN ) =

ngraphX

i=1

Gi(p1, . . . , pN )

M(`)(sij , ✏) =
X

k

ak(sij , ✏)Ik(sij , ✏)

M(`)(sij , ✏) =
NX

n=1

cn(sij , ✏)fk(sij , ✏)

IBPs

amplitude projection

- Typical two-loop case: hundreds of diagrams reduced to dozens of master integrals

- Analytic evaluation of the master integrals:
- direct integration (Feynman parameters, Mellin-Barnes)
- indirect techniques (difference equations, differential equations)

Laporta (00)-(01),  
Lee A.V. Smirnov, V.A. Smirnov (10)

Smirnov (99), Tausk (99), Czakon (06), 
A.V. Smirnov, V.A. Smirnov (09)



- Master integrals               form a basis of the vector space of Feynman integrals          fk(sij , ✏)

- Master integrals fulfil 1st order coupled differential equations in the kinematic invariants:

- Differentiate               w.r.t.          sij

- Use IBPs to express                  in terms of the master integrals @fk(sij , ✏)

-                  belongs to the space spanned by                               @fk(sij , ✏) ~f = (f1, f2, . . . , fN )

fk(sij , ✏)

@

@sij
~f(smn, ✏) = Aij(smn, ✏)~f(smn, ✏)

-                      is block-triangular and has rational dependence on         andAij(smn, ✏) ✏smn

- The system can be solved bottom-up: previously determined integrals enter the 
inhomogeneous part of the DEQ

Kotikov (91) Remiddi (97),  
Gehrmann, Remiddi (00)

Differential equations method 

Ik(sij , ✏) =
NX

n=1

bn(sij , ✏)fk(sij , ✏)



Differential equations method 
- Determination of the solution with exact dependence on   generally not possibile

- Expand the DEQs and obtain chained equations for the coefficients

✏

- But we are interested in the Laurent expansion of the integrals around           :✏ ⇠ 0

- Conjecture: suppose we have a DEQ of the form

~

f(~x, ✏) =
1X

k=�n

~

f

(k)(~x)✏k

~

f

(k)(~x)

d~f(~x, ✏) = ✏dA(~x)~f(~x, ✏) ) @i
~

f(~x, ✏) = ✏ @iA(~x)~f(~x, ✏)

d~f (k)(~x) = dA(~x)~f (k�1)(~x)

Henn (13)

- The DEQs for            decouple order-by-order in   :      ~

f

(k)(~x)

-System solved by matrix multiplication

104 Chapter 5. Differential equations for Feynman integrals

In this case, the order-by-order solution of eq. (5.27) is almost trivialized, since all the
DEQs are completely decoupled as ✏ ! 0. This implies that, at order zero in the
✏-expansion, the MIs are pure constants,

@
x

i

I(0)(✏, ~x) = 0 �! I(0)(✏, ~x) ⌘ I(0)(✏, ~x0) , (5.28)

and, while in the case of a triangular system of DEQs the k-th order coefficient is
generally written as an integral involving all the previously determined orders, in the
✏-factorized form of eq. (5.27), I(k)(✏, ~x) is directly determined as an integral over the
(k � 1)-order term only, since

@
x

i

I(k)(✏, ~x) = A
x

i

(~x)I(k�1)
(✏, ~x) . (5.29)

The simplified structure of ✏-factorized systems of DEQs is also reflected in the decou-
pling of the integrability condition (5.13), which splits into two equations,

@
x

i

A
x

j

� @
x

j

A
x

i

= 0 , [A
x

j

, A
x

i

] = 0 , (5.30)

that must be individually satisfied.

In multi-scale problems, is often convenient to combine the systems of partial DEQs
into a total differential

dI(✏, ~x) = ✏dA(~x)I(✏, ~x) , (5.31)

where the matrix A(~x) is defined by

@
x

i

A(~x) = A
x

i

(~x) . (5.32)

When the MIs are expanded around ✏ = 0, eq. (5.31) is reduced to the set of chained
DEQs for the Taylor coefficients,

dI(k)(~x) = dA(~x)I(k�1)
(~x) , (5.33)

which can be naturally solved by quadrature as

I(k)(~x) =

Z

�

dA I(k�1)
(~x) , (5.34)

or, equivalently,

I(k)(~x) =

Z

�

dA . . . dA| {z }
k times

I(0)( ~x0) . (5.35)

We will provide a more formal definition of the integration along the path � in the kine-
matic space introduced in eq. (5.34) in section 5.6. For the moment, let us just stress
that, if the system is in ✏-factorized form, the bottom-up solving strategy discussed in
section 5.3, which proceeds one block after the other, is streamlined to a pure matrix
multiplication, as dictated by eq. (5.35).

Although it is has been obtained in a straightforward way, the integral representation
of eq. (5.35) is still a purely formal one. However, its evaluation to known iterated

Pk(~x) =

Z

�
dA(~x) dA(~x) . . . dA(~x)~

f(~x, ✏) =

 
1 +

1X

k=1

Pk(~x)✏
k

!
~

f(~x0, ✏)

~x = {sij/m2}

✏

(nl.p. = 0)

nl.p.



General solution

- Refers to such system as canonical: if such a basis is found, the determination of the 
solution is algorithmic

(x0, y0)

(x1, y1)

�

x

y

- The letters of the alphabet     and the coefficient matrices      encode all information 
on the general solution 

⌘i Mi

- The entries of            are written in terms of Chen iterated integrals Pk(~x)

5.7. Chen iterated integrals 111

observe that, in the limit ~x ! ~x0, all the line integrals appearing in eq. (5.67) vanish
(since the integration path � shrinks to a point) and, consequently, I(✏, ~x) ! I(✏, ~x0).
Therefore, the integration constants I(✏, ~x0) have a clear interpretation in terms of
boundary constants representing the initial values of the MIs at ~x0, which then evolve
to the arbitrary point ~x under the action of the path-ordered exponential.

By choosing a proper normalization, we can always assume the canonical MIs to be
finite in the ✏ ! 0 limit, in such a way that I(~x) admits a Taylor expansion in ✏,

I(✏, ~x) = I(0)(~x) + ✏ I(1)(~x) + ✏2I(2)(~x) + . . . . (5.69)

In particular, since we have identified I(✏, ~x0) with the value of the MIs at ~x0, we can
assume the boundary constants to be Taylor-expanded as well,

I(✏, ~x0) = I(0)(~x0) + ✏ I(1)(~x0) + ✏2I(2)(~x0) + . . . . (5.70)

Therefore, if we combine the definition of the path-ordered exponential given in eq. (5.67)
with eq. (5.70), we immediately see that the k-th order coefficient of the Taylor expan-
sion of the MIs is given by

I(k)(~x) =

kX

i=0

�

(k�i)
�

[dA] I(i)(~x0), (5.71)

where �

(k)
�

is the weight-k integral operator

�

(0)
�

[dA] =1 ,

�

(k)
�

[dA] =

Z

�

dA . . . dA| {z }
k times

, (5.72)

which iterates k ordered integration of dA along the path �.

Formally, the previous discussion holds for any kind of dependence of the matrix
A(~x) on the kinematic variables ~x. In particular, if A(~x) is in the dlog-form (5.36), we
see that each entry of �

(k) is a linear combination of iterated integrals of the type

C [�]
i

k

,...,i1
=

Z

�

dlog ⌘
i

k

. . . dlog ⌘
i1 . (5.73)

As we have explicitly indicated in (5.73), each individual iterated integral is, in general,
a functional of the path. However, we observe that the full combinations of integrals
appearing in the entries of �

(k) must be independent of the particular choice of �, since
they correspond to integrals of the total differential (5.65).

The theory of the iterated integrals defined in eq. (5.73) was originally formulated
by Chen [87]. In the next section, we give a brief summary of their most relevant
properties.

5.7 Chen iterated integrals

For definiteness, we define the Chen iterated integrals introduced in eq. (5.73) as

C [�]
i

k

,...,i1
=

Z

0t1...t

k

1
g�
i

k

(t
k

) . . . g�
i1

(t1) dt1 . . . dt
k

, (5.74)
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where � is the piecewise-smooth path connecting ~x0 to ~x given in eq. (5.68) and

g�
i

(t) =

d

dt
log ⌘

i

(�(t)) . (5.75)

We refer to the number k of iterated integrations involved in eq. (5.74) as the weight of
C [�]
i

k

,...,i1
. At weight one, the line integral of one dlog produces, as expected,

Z

�

dlog ⌘ =

Z

0t1

dlog ⌘(�(t))

dt
dt = log ⌘(~x) � log ⌘(~x0) , (5.76)

which depends on the end-points ~x0 and ~x. At higher weights, eq. (5.74) can be rewritten
in a recursive way,

C [�]
i

k

,...,i1
=

Z 1

0
g�
i

k

(s) C [�
s

]
i

k�1,...,i1
ds , (5.77)

where C [�
s

]
i

k�1,...,i1
is a weight k � 1 iterated integral along the path

�
s

: [0, 1] 3 t 7! ~x = (�1
(s t) , �2

(s t) , . . . �n

(s t)) . (5.78)

In addition, the integral representation of C [�
s

]
i

k

,...,i1
immediately allows to obtain the

derivative identity

d

ds
C [�

s

]
i

k

,...,i1
= g�

i

k

(s) C [�
s

]
i

k�1,...,i1
. (5.79)

Chen iterated integrals obey a number of properties:

• Invariance under path reparametrization: the integral C [�]
i

k

,...,i1
does not depend on

the way one chooses to parametrize the path �.

• Reverse path formula: if ��1 is the path � traversed in the opposite direction,
then

C [��1]
i

k

,...,i1
= (�1)

kC [�]
i

k

,...,i1
. (5.80)

• Shuffle algebra: Chen iterated integrals fulfil shuffle algebra relations. If ~m =

(m
M

, . . . , m1) and ~n = (n
N

, . . . , n1), with M and N natural numbers, we have

C [�]
~m

C [�]
~n

=

X

shuffles �

C [�]
�(m

M

),...,�(m1),�(n
N

),...,�(n1)
, (5.81)

where the sum runs over all the permutations � that preserve the internal order
of ~m and ~n.

• Path composition formula: if ↵, � : [0, 1] ! M are two paths such that ↵(0) = ~x0,
↵(1) = �(0), and �(1) = ~x, then the iterated integral along the composed path
� = ↵�, obtained by first traversing ↵ and then �, satisfies

C [↵�]
i

k

,...,i1
=

kX

p=0

C [�]
i

k

,...,i

p+1
C [↵]
i

p

,...,i1
. (5.82)

The composition of an arbitrary number of paths can be obtained by recursively
applying eq. (5.82).

Chen (77)

- In the optimal case, the kinematic matrix of the DEQs is in dlog-form:

Henn (13)

dA(~x) =
mX

i=1

Mid log ⌘i(~x)d~f(~x) = ✏dA(~x)~f(~x)



Generalised polylogarithms
- If the alphabet is rational we can factor it and integrate on a piecewise linear path:

(x0, y0)

(x1, y1)

�

x

y
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• Integration-by-parts formula: the computation of eq. (5.74) requires, in principle,
the evaluation of k nested integrals. Nevertheless, we observe that the innermost
integration is always reduced to (5.76), so that we have k � 1 actual integrations
to perform. For instance, at weight k = 2, we have

C [�]
m,n

=

Z 1

0
g
m

(t) C [�
t

]
n

dt

=

Z 1

0
g
m

(t)(log ⌘
n

(~x(t)) � log ⌘
n

(~x0)) dt , (5.83)

and we are left with a single integral to be evaluated, either analytically or nu-
merically.
Moreover, we can show that the integration involving the outermost weight g

k

can
be performed by parts and gives

C [�]
i

k

,...,i1
= log ⌘

i

k

(~x) C [�]
i

k�1,...,i1
�

Z 1

0
log ⌘

i

k

(~x(t)) g
i

k�1(t) C [�
t

]
i

k�2,...,i1
dt . (5.84)

The combined use of eqs. (5.83) and (5.84) allows a remarkable simplification in
the numerical evaluation of weight k � 3 iterated integrals, since the analytic
calculation of the inner- and outermost integrals leaves only k � 2 integrations to
be performed via numerical methods.

5.8 Generalized polylogarithms

The solution of a canonical system of DEQs in terms of the path-order exponential (5.66)
leads automatically to a representation of the MIs in terms of Chen iterated integrals.
However, if the alphabet is rational and it is possible to determine explicitly its al-
gebraic roots, we can directly integrate the canonical DEQs in terms of generalized
polylogarithms (GPLs) [82–86].

In this case, in fact, we can factor (in general over C) the letters of the dlog-form
w.r.t. each kinematic variable x

i

,

⌘
k

(~x) =

m

kY

j

k

=1

(x
i

� !
j

k

) , (5.85)

where the weight !
j

k

can depend on all the other ~x variables. In this way, the coefficient
matrix of the system of DEQs w.r.t. x

i

can be written in the form

A
x

i

(~x) =

mX

j=1

M
j

x
i

� !
j

, (5.86)

where M
j

are constant matrices. Therefore, at any order k in the Taylor expansion of
the MIs, we can solve by quadrature the systems DEQs and obtain, by starting from
x1,

I(k)(~x) =

mX

j=1

Z
x1

0
dt

M
j

t � !
j

I(k�1)
(~x) + C(x2 . . . x

n

) , (5.87)

where C(x2 . . . x
n

), which is independent of x1, has to be determined by recursively
substituting the solution (5.87) into the remaining systems of DEQs and integrating

Ai(~x) =
mX

j=1

Pj
1

xi � !j
)

-The solution is expressed in terms of generalised polylogarithms:

- GPLs are well known functions in particle physics: analyticity properties and algebraic 
structure under complete control

114 Chapter 5. Differential equations for Feynman integrals

the latter in a similar way.

Eq. (5.87) can be directly evaluated in terms of GPLs, which are defined in terms
of iterated integrals as

G(~!
n

; x) =

Z
x

0
dt

1

t � !1
G(~!

n�1; t) , n > 0 ,

G(

~
0

n

; x) =

1

n!

log

n x , (5.88)

where x is a complex variable and ~!
n

= (!1 , !2 , . . . , !
n

) is vector with n complex
indices. The length of ~!

n

, which we refer to as the weight of a GPL, corresponds to the
number of nested integrations which define G(~!

n

; x). An alternative definition can be
given in terms of the derivates,

@

@x
G(~!

n

; x) =

1

x � w1
G(~!

n�1; x) , (5.89)

which is clearly equivalent to eq. (5.88).

GPLs, which in principle can depend on an arbitrary number of variables, constitute
a wide class of transcendental functions and contain, as special cases, several families
of polylogarithmic functions occurring in loop computations, including;

• The ordinary logarithm and the classical polylogarithms, which are given in terms
of GPLs as

G(~!
n

; x) =

1

n!

log

n

⇣
1 � x

!

⌘
, for ~!

n

= (! , . . . ,!)| {z }
n times

,

G(

~
0

n�1, 1; x) = � Li
n

(x) . (5.90)

• The harmonic polylogarithms (HPLs) [83, 84, 186], which correspond to one-
dimensional GPLs with !

i

2 {0, ±1}. Due to different conventions in their defi-
nition, the correspondence between GPLs and HPLs is

H(~!; x) = (�1)

pG(~!; x) , (5.91)

where p is the number of indices +1 contained in ~!.

• Two-dimensional harmonic polylogarithms (2dHPLs)[187, 188], which correspond
to GPLs with !

i

2 {0, 1, �y, �1 � y} and y 2 C.

GPLs satisfy a series of fundamental properties, which are inherited from their iterative
structure:

• Shuffle algebra: GPLs fulfil a shuffle algebra relation of the form

G(~m; x) G(~n; x) = G(~m; x) G(~n; x) =

X

~p=~m ~n

G(~!; x) , (5.92)

where the shuffle product ~m ~n denotes all possible merges of ~m and ~n which
preserve their internal ordering.

Goncharov (98)-(01), 
Remiddi Vermaseren (00), 
Gehrmann Remiddi (01),  
Vollinga Weinzierl (05)

-  Accurate automatised numerical evaluation is available (GiNaC)



Boundary conditions
- General solution must be complemented with suitable boundary conditions

- If      is a pseudo-threshold : 

~

f

(1)(~x) =

Z

�
dA ~

f

(0)(~x0) + ~

f

(1)(~x0)

lim

⌘i!0
~

f

(1)
(~x) ⇠ lim

⌘i!0

Z

�
d log ⌘iMi

~

f

(0)
(~x0)

- All-order (retarded) relation between boundary constants
- e.g. at         :O(✏)

⌘i

lim
⌘i!0

Mi
~

f

(0)(~x0) = 0)

lim
⌘i!0

Mi
~

f(~x, ✏) = 0

- Few integrals are know analytically in the initial PS-point: external input

- The presence of unphysical singularities in the DEQs gives internal information on 
the boundary terms

~

f(~x, ✏) =

 
1 +

1X

k=1

Pk(~x)✏
k

!
~

f(~x0, ✏)



- Change of basis of master integrals :

Finding the canonical form

@iB(~x) = A0(x)B(~x)

~

f(~x, ✏) = B(~x, ✏)~g(~x, ✏)

- Ansatz: start from DEQs linear in   :✏

@i~g(~x, ✏) = (A0,i(~x) + ✏A1,i(~x))~g(~x, ✏)

- If we find a matrix solution of the DEQs at           :✏ = 0

@i~g(~x, ✏) = ✏Â0(~x)~g(~x, ✏)

@i~g(~x, ✏) =
�
B�1(A0 + ✏A0)B+ B�1

@iB
�
~g(~x, ✏)

+

@i~g(~x, ✏) =
�
B�1AB+ B�1

@iB
�
~g(~x, ✏)

- We can rotate the master integrals to canonical basis:

)@i
~

f(~x, ✏) = @iA(~x, ✏)~f(~x, ✏)
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than the new set of MIs I(✏, x), defined through

F(✏, x) = B(x)I(✏, x) , (5.39)

fulfils an ✏-factorized system of DEQs

@
x

I(✏, x) = ✏ˆA1(x)F(✏, x) , (5.40)

where the new coefficient matrix ˆA1(x) is given by

ˆA1(x) = B�1
(x)A1(x)B(x) . (5.41)

Therefore, by starting from ✏-linear DEQs, the determination of a change of basis which
brings the system to an ✏-factorized form is rephrased in terms of the solution of the
first-order homogeneous DEQ (5.38) for the linear operator B. In general cases, the
solution of eq. (5.38) is far from being trivial. In cite [88] it has been proposed to
determine the of solution eq. (5.38) of by means of the Magnus exponential [94, 184]

B(x) = e⌦[A0](x) ⌘ 1 + ⌦[A0](x) +

1

2!

⌦[A0](x) ⌦[A0](x) + . . . , (5.42)

where ⌦[A0] is a linear operator defined by the infinite series

⌦[A0](x) =

1X

n=0

⌦

n

[A0](x) , (5.43)

whose summands are built from iterated integrals of the nested commutators of the
kernel matrix A0(x). For instance, the first three terms of eq. (5.43) are given by

⌦1[A0](x) =

Z
dx1 A0(x1),

⌦2[A0](x) =

1

2

Z
dx1

Z
dx2 [A0(x1), A0(x2)], (5.44)

⌦3[A0](x) =

1

6

Z
dx1

Z
dx2

Z
dx3 [A0(x1), [A0(x2), A0(x3)]]+[A0(x3), [A0(x2), A0(x1)]].

Such representation of B(x) is useful whenever the Magnus series terminates after a
certain number of terms, i.e. if there exist some finite nmax such that ⌦

n

[A0](x) = 0, for
n > n

max

. In such cases, eq. (5.42) provides an exact solution of the DEQ (5.38) and it
can be used to rotate F(✏, x) to the canonical MIs I(✏, ~x). We observe that the Magnus
series terminates at nmax = 1 for every matrix which commutes with its integral but, in
more general cases, nested commutators appearing in eq. (5.45) can become vanishing
after a larger number of steps. For later convenience, we notice that, if we split A0(x)

into diagonal and off-diagonal parts,

A0(x) = D0(x) + N0(x) , (5.45)

the Magnus exponential with kernel D0(x) is simply given by

e⌦[D0](x)
= e

R
dx1 B0(x1) , (5.46)

and ⌦[N0](x) can be equivalently computed by means of the Dyson series [185],

⌦[N0](x) = 1 +

1X

n=1

Y
n

[N0](x) , (5.47)

. . .

- If                       for                , Magnus exponential exact solution of the DEQs at 

- 1st order homogeneous matrix differential equation:

- The (approximate) solution written in terms of the Magnus exponential
@

x

B(x) = A0(x)B(x)
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= e

R
dx1 B0(x1) , (5.46)

and ⌦[N0](x) can be equivalently computed by means of the Dyson series [185],

⌦[N0](x) = 1 +

1X

n=1

Y
n

[N0](x) , (5.47)

⌦n[A0](x) = 0 n > n
max

✏ = 0
- Use it to rotate the DEQs to canonical form: 

@

x

~

f(x, ✏) = [A0 + ✏A1]~f(x, ✏) ~

f(x, ✏) = e

⌦[A0](x)
~g(x, ✏)

~g(x, ✏) = ✏ e

⌦[A0]A1e
�⌦[A0]

~g(x, ✏)

Argeri, Di Vita, Mastrolia et al (14)



Canonical systems
- Magnus exponential applied to several multiloop multiscale problems:

- Two loop QED vertex

- Two-loop mixed EW-QCD corrections to Drell-Yan
- Two loop mixed EW-QCD to WWH, WWZ(γ*) 
- Two loop μe-scattering in QED

- Three-loop three jet production, H+jet (EFT)
Argeri, Di Vita, Mastrolia et al (14)

Di Vita, Mastrolia, Schubert et al (14)

Bonciani, Di Vita, Mastrolia, et al (16)

Di Vita, Mastrolia, AP et al (17)

- Several other strategies for finding canonical forms are available:

- Bottom-up construction of rational change of basis
- Reduction to fuchsian form and eigenvalue normalisation

- Basis with unit leading singularity

- Factorisation of the Picard-Fuchs operator
Lee (15), Lee and Smirnov (16)

Adams, Chaubey, Weinzierl (17)

Gehrmann, von Manteuffel, Tancredi et at (14)
Henn (13)

- Publicly available codes: Canonica, Fuchsia, Epsilon

- Maximal Unitarity cuts of Feynman integrals
- Extension of   -factorised basis beyond multiple polylogarithms 

- Transcendental change of basis

Bonciani, Del Duca, Frellesvig et al (16),  
AP and Tancredi (16), A.P. and Tancredi (17)

Adams, Weinzierl (18)

Mastrolia, Passera, AP et al (17)

✏
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are, respectively, the amplitudes for the real emission of one and two unresolved photons.

At LO M(0) receives contribution from one single t-channel diagram, which is de-
picted in figure 4.5,

M(0)
= ie2

ū(p3)�µu(p2) ū(p4)�µu(p1)

t
. (4.77)

In the following we apply the adaptive integrand decomposition to the NLO virtual
contribution, which is given by the interference between the one-loop amplitude with
eq. (4.77), and we present some preliminary results for the NNLO interference with the
two-loop virtual diagrams, whose computation is the goal of an ongoing project (for
further details, see chapter 8). All results have been obtained through Aida by starting
from the integrands generated with the help of FeynArts and FeynCalc. In view
of the full NNLO computation, we stress that the same reduction algorithm can be
applied to the decomposition of the square one-loop amplitude |M(1)|2 as well as the
single emission contribution M(0) ⇤

�

M(1)
�

.

Muon-electron scattering at one loop

Figure 4.6: Feynman diagrams for µe scattering at one loop.

The one-loop amplitude M(1) for µe scattering receives contribution from the six
Feynman diagrams depicted in figure 4.11. We are interested in the decomposition of
the virtual contribution to �NLO which, according to eq. (4.76), is given by

2Re M(0) ⇤M(1)
=

⇣↵

⇡

⌘3
Z

d

dq

⇡d/2

6X

j=1

I
j

, (4.78)

where the numerator of each integrand I
j

is obtained from the contraction of the cor-
responding diagram of figure 4.11 with the (conjugate) tree-level amplitude (4.77).

The input integrands for Aida,

I = {I1, I2, I3, I4, I5, I6} , (4.79)

can be organized into three groups

I =

3[

k=1

G
k

, (4.80)

with

G1 = {I1, I6} , G1 = {I3, I2, I5} , G2 = {I4} . (4.81)
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Each set arises from a different kinematic limit imposed on the alphabet given in eq.
(8.10). We used GiNaC to numerically verify that, at each order in ✏k, the corresponding
combination of constant GPLs is proportional to Riemann ⇣

k

. Examples of the found
identities are

⇣2 = � 1

2

G(�1; 1)

2
+ G(0, �2; 1) + G(0, �1

2

; 1) , (8.12)

�59⇣4 = ⇡2
⇣
G(�1; 1)

2 � 2 G(0, �(�1)

1
3
; 1) � 2 G(0, (�1)

2
3
; 1)

⌘
� 21 ⇣3 G(�1; 1)

�G(�1; 1)

4 � 18 G(0, 0, 0, �(�1)

1
3
; 1) � 18 G(0, 0, 0, (�1)

2
3
; 1)

+12 G(0, 0, �(�1)

1
3 , �1; 1) + 12 G(0, 0, (�1)

2
3 , �1; 1)

+12 G(0, �(�1)

1
3 , �1, �1; 1) + 12 G(0, (�1)

2
3 , �1, �1; 1) + 24 G(0, 0, 0, 2; 1) .

(8.13)

For related studies we refer the reader to [263–265].
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Figure 8.2: One-loop four-point topology for µe scattering

Before entering the details of the computation of the two-loop MIs, we briefly discuss
the computation of the MIs for the relevant one-loop four-point topology,

Z
g
d

dk1
1

Dn1
1 Dn2

2 Dn3
3 Dn4

4

, n
i

� 0 , (8.14)

where the loop denominators are defined to be

D1 = k2
1 � m2 , D2 = (k1 + p1)

2 ,

D3 = (k1 + p1 + p2)
2 , D4 = (k1 + p4)

2 . (8.15)

The corresponding Feynman diagram is depicted in figure 8.2. From the IBPs reduction,
we determine a set of 5 MIs which satisfy ✏-linear DEQs,

F1 = ✏ T1 , F2 = ✏ T2 , F3 = ✏ T3 , F4 = ✏2 T4 , F5 = ✏2 T5 , (8.16)

where the T
i

are depicted in figure 8.3. With the help the Magnus algorithm, we identify
the corresponding canonical basis, which is given by

I1 = F1 , I2 = �s F2 ,

I3 = �tF3 , I4 = �
t

F4 ,

I5 = (s � m2
)t F5 .

(8.17)

with �
t

=

p
�t

p
4m2 � t.
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For related studies we refer the reader to [263–265].
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Before entering the details of the computation of the two-loop MIs, we briefly discuss
the computation of the MIs for the relevant one-loop four-point topology,

Z
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i
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where the loop denominators are defined to be

D1 = k2
1 � m2 , D2 = (k1 + p1)

2 ,

D3 = (k1 + p1 + p2)
2 , D4 = (k1 + p4)

2 . (8.15)

The corresponding Feynman diagram is depicted in figure 8.2. From the IBPs reduction,
we determine a set of 5 MIs which satisfy ✏-linear DEQs,

F1 = ✏ T1 , F2 = ✏ T2 , F3 = ✏ T3 , F4 = ✏2 T4 , F5 = ✏2 T5 , (8.16)

where the T
i

are depicted in figure 8.3. With the help the Magnus algorithm, we identify
the corresponding canonical basis, which is given by

I1 = F1 , I2 = �s F2 ,

I3 = �tF3 , I4 = �
t

F4 ,

I5 = (s � m2
)t F5 .

(8.17)

with �
t

=

p
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p
4m2 � t.
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This set of MIs satisfies canonical DEQs of the form given in eq. (8.8), whose coef-
ficient matrices read (in this case M3 and M9 vanish),
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,

I
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(x, y)✏k + O(✏3) , (8.20)

with

I(0)2 (x) =0 ,

I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
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expressions of these MIs are,

I
i

(✏, x, y) =

2X

k=0

I(k)
i

(x, y)✏k + O(✏3) , (8.20)

with

I(0)2 (x) =0 ,

I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,

- NLO virtual contributions:

152 Chapter 8. Master integrals for NNLO corrections to µe scattering

p1

p2 p3

p4
T1

p1

p2 p3

p4
T2

p1

p2 p3

p4
T3

p1

p2 p3

p4
T4

p1

p2 p3

p4
T5

Figure 8.3: One-loop MIs T1,...,5.

This set of MIs satisfies canonical DEQs of the form given in eq. (8.8), whose coef-
ficient matrices read (in this case M3 and M9 vanish),

M1 =

0

BBBB@

0 0 0 0 0

0 1 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

1

CCCCA
, M2 =

0

BBBB@

0 0 0 0 0

�1 �2 0 0 0

0 0 0 0 0

0 0 0 0 0

2 4 0 0 �2

1

CCCCA
, M4 =

0

BBBB@

0 0 0 0 0

0 0 0 0 0

0 0 1 0 0

1 0 �1 0 0

1 2 0 0 0

1

CCCCA
,

M5 =

0

BBBB@

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 2 0

0 0 0 0 0

1

CCCCA
, M6 =

0

BBBB@

0 0 0 0 0

0 0 0 0 0

0 0 �2 0 0

0 0 0 �2 0

0 0 2 0 �2

1

CCCCA
, M7 =

0

BBBB@

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

�1 �2 �1 �1 1

1

CCCCA
,

M8 =

0

BBBB@

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

0 0 0 0 0

�1 �2 �1 1 1

1

CCCCA
. (8.18)

The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,

I1(✏) =1 , I3(✏, y) =

✓
(1 � y)

2

y

◆�✏ �
1 � ⇣2✏

2 � 2⇣3✏
3
+ O

�
✏4

��
, (8.19)
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Each set arises from a different kinematic limit imposed on the alphabet given in eq.
(8.10). We used GiNaC to numerically verify that, at each order in ✏k, the corresponding
combination of constant GPLs is proportional to Riemann ⇣
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. Examples of the found
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For related studies we refer the reader to [263–265].
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Before entering the details of the computation of the two-loop MIs, we briefly discuss
the computation of the MIs for the relevant one-loop four-point topology,

Z
g
d

dk1
1

Dn1
1 Dn2

2 Dn3
3 Dn4

4

, n
i

� 0 , (8.14)

where the loop denominators are defined to be

D1 = k2
1 � m2 , D2 = (k1 + p1)

2 ,

D3 = (k1 + p1 + p2)
2 , D4 = (k1 + p4)

2 . (8.15)

The corresponding Feynman diagram is depicted in figure 8.2. From the IBPs reduction,
we determine a set of 5 MIs which satisfy ✏-linear DEQs,

F1 = ✏ T1 , F2 = ✏ T2 , F3 = ✏ T3 , F4 = ✏2 T4 , F5 = ✏2 T5 , (8.16)

where the T
i

are depicted in figure 8.3. With the help the Magnus algorithm, we identify
the corresponding canonical basis, which is given by

I1 = F1 , I2 = �s F2 ,

I3 = �tF3 , I4 = �
t

F4 ,

I5 = (s � m2
)t F5 .

(8.17)

with �
t

=

p
�t

p
4m2 � t.
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n1

n2

n3

n4

- Define one-loop integral family ( includes     ,    ,    ) :

- Use IBPs to determine a basis of master integrals:

I2 I3 I5

μe: one-loop virtual corrections

me ⇠ 0



- Combine kinematical variables in two dimensionless parameters:

~f(s, t,m2, ✏) =

!T 
,,,
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This set of MIs satisfies canonical DEQs of the form given in eq. (8.8), whose coef-
ficient matrices read (in this case M3 and M9 vanish),
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,

I
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I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)
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I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,
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The analytic continuation of these expressions to x ! �1 ( p23 = m2 ) produces the smooth
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which have been used in eq. (7.8).

B d log-forms

In this appendix we collect the coe�cient matrices of the d log-forms

dA = M1 d log(x) +M2 d log(1 + x) +M3 d log(1� x)

+M4 d log(y) +M5 d log(1 + y) +M6 d log(1� y)

+M7 d log(x + y) +M8 d log (1 + x y)

+M9 d log (1� y(1� x � y)) , (B.1)

for the master integrals in the first and second integral family, respectively defined in

eqs. (3.5,3.6).
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Differential equations
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,

I1(✏) =1 , I3(✏, y) =

✓
(1 � y)

2

y

◆�✏ �
1 � ⇣2✏

2 � 2⇣3✏
3
+ O

�
✏4

��
, (8.19)

whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,

I
i

(✏, x, y) =

2X

k=0

I(k)
i

(x, y)✏k + O(✏3) , (8.20)

with

I(0)2 (x) =0 ,

I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,
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is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,

I1(✏) =1 , I3(✏, y) =
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,

I
i

(✏, x, y) =

2X

k=0

I(k)
i

(x, y)✏k + O(✏3) , (8.20)

with

I(0)2 (x) =0 ,

I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,

   fulfils canonical DEQs:

- New basis of master integrals 
!T

,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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with
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I(1)4 (y) =0 ,
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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with
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I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,

p
t(t� 4m2)~g(s, t,m2, ✏) = B�1 ~f =

@i~g(x, y, ✏) = ✏Â1(x, y)~g(x, y, ✏)

- The total differential is in dlog-form:

dA =M1d log (x) +M2d log (1 + x) +M3d log (y)

+M4d log (1 + y) +M5d log (1� y)

+M6d log (x+ y) +M7d log (1 + xy)

Differential equations II



Boundary conditions
- General solution written in terms of iterated integrals
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,

I1(✏) =1 , I3(✏, y) =
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,

I
i

(✏, x, y) =

2X

k=0

I(k)
i

(x, y)✏k + O(✏3) , (8.20)

with

I(0)2 (x) =0 ,

I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,

✏�slim
s!0

= 0regularity at pseudo-thresholds:   
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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with
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I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,

✏2(s�m2)t =2 + (G(�1;x) +G(0; y)� 2G(1; y)) ✏

+ (�5⇣2 + 2G(�1;x)(2G(1; y)�G(0; y))) ✏2 +O(✏3)

   Final result suitable for analytic continuation and numerical evaluation:
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• In the above description, we have always assumed that each Magnus exponential
B[i] is convergent, i.e. that the defining series of eq. (5.43) terminates after a
finite number of steps. This is obviously the case for i  n, since the Magnus
exponential of a diagonal matrix D stops at ⌦1[D], but it is not generally true
for arbitrary non-diagonal matrices. If this occurs for any of the B[i] defined in
eq.(5.58), then algorithm cannot be used to find the canonical basis, since the
Magnus exponential does not provide an exact solution of the system of DEQs at
✏ = 0.

The (up to now) few cases where the discussed algorithm is known to be not ap-
plicable are typically associated to systems of DEQs that are non-triangularizable
in ✏ ! 0 limit, i.e where there exists some subset of MIs which obey, at ✏ = 0, an
irreducible higher order DEQs. In chapter 9 we will address this issue by propos-
ing a general method, based on the extension of the concept of leading singularity
to irreducible systems of coupled DEQs, which can be used in order to bring to
an ✏-factorized form also DEQs where the Magnus algorithm, as well as the other
methods discussed in section 5.4 are not applicable.

In chapters 6-8 we will apply the Magnus exponential algorithm in order to determine
a canonical basis for classes of two-loop MIs depending on up to three different vari-
ables. Before discussing these applications, in the next sections we describe the main
features of the general solution of a canonical system of DEQs and the properties of the
transcendental functions that appear in it.

5.6 General solution of canonical systems

We now go back to the formal definition of the general solution of the ✏-factorized system
of DEQs (5.31) in terms of iterated integrals, which was introduced in eq. (5.34).

Given a set of MIs I(✏, ~x) with total differential

dI(✏, ~x) = ✏dA(~x)I(✏, ~x) , (5.65)

we can express the solution of their systems of DEQs as

I(✏, ~x) = P exp

⇢
✏

Z

�

dA
�
I(✏, ~x0) , (5.66)

where I(✏, ~x0) is a vector of integration constants depending on ✏ only and the path-
ordered exponential is defined as the series

P exp

⇢
✏

Z

�

dA
�

= 1 + ✏

Z

�

dA + ✏2
Z

�

dA dA + ✏3
Z

�

dA dA dA + . . . , (5.67)

whose k-th coefficient corresponds to a line integral of the product of k matrix-valued
dA along some piece-wise smooth path � connecting the point ~x0 and ~x,

8
><

>:

� : [0, 1] 3 t 7! �(t) = (x1(t) , x2(t) , . . . , x
n

(t))

�(0) = ~x0

�(1) = ~x.

(5.68)

The general solution defined in eq. (5.66) must be specialized to the physically mean-
ingful MIs through a proper choice of the integration constants. In this perspective, we

~g(x, y, ✏) =

 �
~g0(✏)
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This set of MIs satisfies canonical DEQs of the form given in eq. (8.8), whose coef-
ficient matrices read (in this case M3 and M9 vanish),
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,

I1(✏) =1 , I3(✏, y) =

✓
(1 � y)

2
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,

I
i

(✏, x, y) =

2X

k=0

I(k)
i

(x, y)✏k + O(✏3) , (8.20)

with

I(0)2 (x) =0 ,

I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,

✏ = 1
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This set of MIs satisfies canonical DEQs of the form given in eq. (8.8), whose coef-
ficient matrices read (in this case M3 and M9 vanish),
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,

I1(✏) =1 , I3(✏, y) =
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,

I
i

(✏, x, y) =

2X

k=0

I(k)
i

(x, y)✏k + O(✏3) , (8.20)

with

I(0)2 (x) =0 ,

I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,

I1(✏) =1 , I3(✏, y) =
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,

I
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(✏, x, y) =
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k=0
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(x, y)✏k + O(✏3) , (8.20)

with

I(0)2 (x) =0 ,

I(1)2 (x) = � G(�1; x) ,

I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,

=✏�texternal input:
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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This set of MIs satisfies canonical DEQs of the form given in eq. (8.8), whose coef-
ficient matrices read (in this case M3 and M9 vanish),
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The integration of the DEQs in terms of GPLs as well as the fixing of boundary constants
is straightforward. I1,3 are input integrals, obtained by direct integration,
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whereas the boundary constants for I2, I4 and I5 can be fixed by demanding regularity,
respectively, at pseudothresholds s ! 0, t ! 4m2, and s = �t ! m2/2. The final
expressions of these MIs are,
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with
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I(2)2 (x) =2G(�1, �1; x) � G(0, �1; x) , (8.21)

I(0)4 (y) =0 ,

I(1)4 (y) =0 ,

I(2)4 (y) = � 4⇣2 � G(0, 0; y) + 2G(0, 1; y) , (8.22)

I(0)5 (x, y) = 2 ,

I(1)5 (x, y) = � 2G(�1; x) + G(0; y) � 2G(1; y) ,

   e.g.

   - Boundary constants           determined independently~g0(✏)
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observe that, in the limit ~x ! ~x0, all the line integrals appearing in eq. (5.67) vanish
(since the integration path � shrinks to a point) and, consequently, I(✏, ~x) ! I(✏, ~x0).
Therefore, the integration constants I(✏, ~x0) have a clear interpretation in terms of
boundary constants representing the initial values of the MIs at ~x0, which then evolve
to the arbitrary point ~x under the action of the path-ordered exponential.

By choosing a proper normalization, we can always assume the canonical MIs to be
finite in the ✏ ! 0 limit, in such a way that I(~x) admits a Taylor expansion in ✏,

I(✏, ~x) = I(0)(~x) + ✏ I(1)(~x) + ✏2I(2)(~x) + . . . . (5.69)

In particular, since we have identified I(✏, ~x0) with the value of the MIs at ~x0, we can
assume the boundary constants to be Taylor-expanded as well,

I(✏, ~x0) = I(0)(~x0) + ✏ I(1)(~x0) + ✏2I(2)(~x0) + . . . . (5.70)

Therefore, if we combine the definition of the path-ordered exponential given in eq. (5.67)
with eq. (5.70), we immediately see that the k-th order coefficient of the Taylor expan-
sion of the MIs is given by

I(k)(~x) =

kX

i=0

�

(k�i)
�

[dA] I(i)(~x0), (5.71)

where �

(k)
�

is the weight-k integral operator

�

(0)
�

[dA] =1 ,

�

(k)
�

[dA] =

Z

�

dA . . . dA| {z }
k times

, (5.72)

which iterates k ordered integration of dA along the path �.

Formally, the previous discussion holds for any kind of dependence of the matrix
A(~x) on the kinematic variables ~x. In particular, if A(~x) is in the dlog-form (5.36), we
see that each entry of �

(k) is a linear combination of iterated integrals of the type

C [�]
i

k

,...,i1
=

Z

�

dlog ⌘
i

k

. . . dlog ⌘
i1 . (5.73)

As we have explicitly indicated in (5.73), each individual iterated integral is, in general,
a functional of the path. However, we observe that the full combinations of integrals
appearing in the entries of �

(k) must be independent of the particular choice of �, since
they correspond to integrals of the total differential (5.65).

The theory of the iterated integrals defined in eq. (5.73) was originally formulated
by Chen [87]. In the next section, we give a brief summary of their most relevant
properties.

5.7 Chen iterated integrals

For definiteness, we define the Chen iterated integrals introduced in eq. (5.73) as

C [�]
i

k

,...,i1
=

Z

0t1...t

k

1
g�
i

k

(t
k

) . . . g�
i1

(t1) dt1 . . . dt
k

, (5.74)

G(a1, a2, . . . , ak; z)
+
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Figure 8.1: Two-loop four-point topologies for µe scattering

tions was addressed by using techniques based on Mellin-Barnes representations [70, 71].
Alternatively, here we exploit either the regularity conditions at pseudo-thresholds or
the expression of the integrals at well-behaved kinematic points. The latter might be
obtained by solving simpler auxiliary systems of DEQs, hence limiting the use of direct
integration only to a simple set of input integrals. Our preliminary studies make us
believe that the adopted strategy can be applied to the non-planar graphs as well. In
particular, anticipating the computation of the non-planar topology T6, we show its
application to the determination of the MIs for the non-planar vertex graph [258–262].

8.2 System of differential equations

In this section, we summarize the properties of the systems of DEQs satisfied by the
MIs that appear in the integral topologies T

i

, i 2 {1, 2, 3, 4, 5, 7, 8, 9, 10} of figure (8.1)
and we describe the adopted solving strategy.

In order to compute the MIs, we first derive their DEQs in the dimensionless vari-
ables �s/m2 and �t/m2. Upon the change of variables

� s

m2
= x, � t

m2
=

(1 � y)

2

y
, (8.5)

the coefficients of the DEQs become rational functions of x and y. By means of IBPs
reduction, we identify an initial set of MIs F that fulfil systems of DEQs of the type

@F

@x
= (A0x(x, y) + A1x(x, y))✏F ,

@F

@y
= (A0 y(x, y) + A1 y(x, y))F . (8.6)
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tions was addressed by using techniques based on Mellin-Barnes representations [70, 71].
Alternatively, here we exploit either the regularity conditions at pseudo-thresholds or
the expression of the integrals at well-behaved kinematic points. The latter might be
obtained by solving simpler auxiliary systems of DEQs, hence limiting the use of direct
integration only to a simple set of input integrals. Our preliminary studies make us
believe that the adopted strategy can be applied to the non-planar graphs as well. In
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tions was addressed by using techniques based on Mellin-Barnes representations [70, 71].
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the expression of the integrals at well-behaved kinematic points. The latter might be
obtained by solving simpler auxiliary systems of DEQs, hence limiting the use of direct
integration only to a simple set of input integrals. Our preliminary studies make us
believe that the adopted strategy can be applied to the non-planar graphs as well. In
particular, anticipating the computation of the non-planar topology T6, we show its
application to the determination of the MIs for the non-planar vertex graph [258–262].
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tions was addressed by using techniques based on Mellin-Barnes representations [70, 71].
Alternatively, here we exploit either the regularity conditions at pseudo-thresholds or
the expression of the integrals at well-behaved kinematic points. The latter might be
obtained by solving simpler auxiliary systems of DEQs, hence limiting the use of direct
integration only to a simple set of input integrals. Our preliminary studies make us
believe that the adopted strategy can be applied to the non-planar graphs as well. In
particular, anticipating the computation of the non-planar topology T6, we show its
application to the determination of the MIs for the non-planar vertex graph [258–262].
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1 Four-point topologies

In this paper we consider the muon-electron scattering

µ+(p1) + e�(p2) ! e�(p3) + µ+(p4) (1.1)

in the approximation of vanishing electron mass, me = 0, i.e. with the kinematics specified

by

p21 = p24 = m2 , p22 = p23 = 0 ,

s = (p1 + p2)
2 , t = (p2 � p3)

2 , u = (p1 � p3)
2 = 2m2 � t � s , (1.2)

where m is the muon mass. In particular we compute the master integrals for the non-

planar contribution to the two-loop amplitude depicted in fig. 1.
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Figure 1: Two-loop four point topologies for e-µ scattering

The calculation involves the evaluation of Feynman integrals in d = 4� 2✏ dimensions

of the type

Z
gddk1 gddk2

1

Dn1
a1 . . . Dn9

a9
. (1.3)

In our conventions, the integration measure is defined as

gddki =
ddki
(2⇡)d

✓
i S✏

16⇡2

◆�1✓m2

µ2

◆✏

, (1.4)
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Figure 4: Two-loop MIs T1,...,34 for the first integral family.

6 Two-loop master integrals

In this section we present the results for the planar two-loop MIs contributing to the NNLO

virtual QED corrections to µe scattering, which are the main results of this work. We first
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Figure 5: Two-loop MIs T1,...,42 for the second integral family.
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I(2)5 (x, y) = � 5⇣2 + 2G(�1; x) (2G(1; y) � G(0; y)) . (8.23)

These MIs and their related crossings, which can be obtained from the above analytic
expressions through a suitable permutations of the Mandelstam invariants s, t, and
u can be used in the decomposition of the one-loop amplitude derived in eq. (4.83)
with the integrand reduction method, in order to obtain the analytic expression of the
(unrenormalized) one-loop virtual QED correction to µe scattering. For completeness,
we observe that the knowledge of the full analytic expression of eq. (4.83) requires the
evaluation of additional two- and three-point integrals with two massive internal propa-
gators, which are not included in the integral family defined by eq. (8.14). Although we
do not evaluate the missing integrals explicitly, their expression can be easily found in
the literature, or it can be anyway obtained with the same technique discussed above.

8.4 Two-loop master integrals

In this section, we discuss the details of the evaluation of the planar the two-loop MIs
contributing to the NNLO corrections to µe scattering. The 9 topologies corresponding
to the planar diagrams of figure 8.1 can be mapped into two distinct integral families,
which group, respectively, T1, T2, T3, T7, T8 and T4, T5, T9, T10. We describe the
computation of the MIs for each integral family separately.

8.4.1 The first integral family

The first two-loop integral family, which includes the topologies T1, T2, T3, T7 and T8

of figure 8.1, is defined as
Z

g
d

dk1 g
d

dk2
1

Dn1
1 Dn2

2 Dn3
3 Dn4

4 Dn5
5 Dn6

6 Dn7
7 Dn8

8 Dn9
9

, n
i

2 Z , (8.24)

where the 9 denominators are chosen to be

D1 = k2
1 � m2, D2 = k2

2 � m2, D3 = (k1 + p1)
2, D4 = (k2 + p1)

2,

D5 = (k1 + p1 + p2)
2, D6 = (k2 + p1 + p2)

2, D7 = (k1 � k2)
2,

D8 = (k1 + p4)
2, D9 = (k2 + p4)

2 . (8.25)

Each of the topologies T
i

corresponds to a particular choice of the ISPs, i.e. of the
set of negative exponents n

k

. The IBPs reduction returns 34 MIs and it is possible to
determine a basis which fulfils an ✏-linear system of DEQs,

F1 = ✏2 T1 , F2 = ✏2 T2 , F3 = ✏2 T3 ,

F4 = ✏2 T4 , F5 = ✏2 T5 , F6 = ✏2 T6 ,

F7 = ✏2 T7 , F8 = ✏2 T8 , F9 = ✏2 T9 ,

F10 = ✏3 T10 , F11 = ✏3 T11 , F12 = ✏3 T12 ,

F13 = ✏3 T13 , F14 = ✏2 T14 , F15 = ✏2 T15 ,

F16 = ✏3 T16 , F17 = ✏4 T17 , F18 = ✏3 T18 ,

F19 = ✏4 T19 , F20 = ✏2(1 + 2✏) T20 , F21 = ✏4 T21 ,

F22 = ✏3 T22 , F23 = ✏3 T23 , F24 = ✏2 T24 ,

F25 = ✏3 T25 , F26 = ✏3(1 � 2✏) T26 , F27 = ✏3 T27 ,
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I(2)5 (x, y) = � 5⇣2 + 2G(�1; x) (2G(1; y) � G(0; y)) . (8.23)

These MIs and their related crossings, which can be obtained from the above analytic
expressions through a suitable permutations of the Mandelstam invariants s, t, and
u can be used in the decomposition of the one-loop amplitude derived in eq. (4.83)
with the integrand reduction method, in order to obtain the analytic expression of the
(unrenormalized) one-loop virtual QED correction to µe scattering. For completeness,
we observe that the knowledge of the full analytic expression of eq. (4.83) requires the
evaluation of additional two- and three-point integrals with two massive internal propa-
gators, which are not included in the integral family defined by eq. (8.14). Although we
do not evaluate the missing integrals explicitly, their expression can be easily found in
the literature, or it can be anyway obtained with the same technique discussed above.

8.4 Two-loop master integrals

In this section, we discuss the details of the evaluation of the planar the two-loop MIs
contributing to the NNLO corrections to µe scattering. The 9 topologies corresponding
to the planar diagrams of figure 8.1 can be mapped into two distinct integral families,
which group, respectively, T1, T2, T3, T7, T8 and T4, T5, T9, T10. We describe the
computation of the MIs for each integral family separately.

8.4.1 The first integral family

The first two-loop integral family, which includes the topologies T1, T2, T3, T7 and T8

of figure 8.1, is defined as
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where the 9 denominators are chosen to be

D1 = k2
1 � m2, D2 = k2

2 � m2, D3 = (k1 + p1)
2, D4 = (k2 + p1)

2,

D5 = (k1 + p1 + p2)
2, D6 = (k2 + p1 + p2)

2, D7 = (k1 � k2)
2,

D8 = (k1 + p4)
2, D9 = (k2 + p4)

2 . (8.25)

Each of the topologies T
i

corresponds to a particular choice of the ISPs, i.e. of the
set of negative exponents n

k

. The IBPs reduction returns 34 MIs and it is possible to
determine a basis which fulfils an ✏-linear system of DEQs,

F1 = ✏2 T1 , F2 = ✏2 T2 , F3 = ✏2 T3 ,

F4 = ✏2 T4 , F5 = ✏2 T5 , F6 = ✏2 T6 ,

F7 = ✏2 T7 , F8 = ✏2 T8 , F9 = ✏2 T9 ,

F10 = ✏3 T10 , F11 = ✏3 T11 , F12 = ✏3 T12 ,

F13 = ✏3 T13 , F14 = ✏2 T14 , F15 = ✏2 T15 ,

F16 = ✏3 T16 , F17 = ✏4 T17 , F18 = ✏3 T18 ,

F19 = ✏4 T19 , F20 = ✏2(1 + 2✏) T20 , F21 = ✏4 T21 ,
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tions was addressed by using techniques based on Mellin-Barnes representations [70, 71].
Alternatively, here we exploit either the regularity conditions at pseudo-thresholds or
the expression of the integrals at well-behaved kinematic points. The latter might be
obtained by solving simpler auxiliary systems of DEQs, hence limiting the use of direct
integration only to a simple set of input integrals. Our preliminary studies make us
believe that the adopted strategy can be applied to the non-planar graphs as well. In
particular, anticipating the computation of the non-planar topology T6, we show its
application to the determination of the MIs for the non-planar vertex graph [258–262].

8.2 System of differential equations

In this section, we summarize the properties of the systems of DEQs satisfied by the
MIs that appear in the integral topologies T

i

, i 2 {1, 2, 3, 4, 5, 7, 8, 9, 10} of figure (8.1)
and we describe the adopted solving strategy.

In order to compute the MIs, we first derive their DEQs in the dimensionless vari-
ables �s/m2 and �t/m2. Upon the change of variables

� s

m2
= x, � t

m2
=

(1 � y)

2

y
, (8.5)

the coefficients of the DEQs become rational functions of x and y. By means of IBPs
reduction, we identify an initial set of MIs F that fulfil systems of DEQs of the type

@F

@x
= (A0x(x, y) + A1x(x, y))✏F ,

@F

@y
= (A0 y(x, y) + A1 y(x, y))F . (8.6)
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Figure 4: Two-loop MIs T1,...,34 for the first integral family.

6 Two-loop master integrals

In this section we present the results for the planar two-loop MIs contributing to the NNLO

virtual QED corrections to µe scattering, which are the main results of this work. We first
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Figure 5: Two-loop MIs T1,...,42 for the second integral family.
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I(2)5 (x, y) = � 5⇣2 + 2G(�1; x) (2G(1; y) � G(0; y)) . (8.23)

These MIs and their related crossings, which can be obtained from the above analytic
expressions through a suitable permutations of the Mandelstam invariants s, t, and
u can be used in the decomposition of the one-loop amplitude derived in eq. (4.83)
with the integrand reduction method, in order to obtain the analytic expression of the
(unrenormalized) one-loop virtual QED correction to µe scattering. For completeness,
we observe that the knowledge of the full analytic expression of eq. (4.83) requires the
evaluation of additional two- and three-point integrals with two massive internal propa-
gators, which are not included in the integral family defined by eq. (8.14). Although we
do not evaluate the missing integrals explicitly, their expression can be easily found in
the literature, or it can be anyway obtained with the same technique discussed above.

8.4 Two-loop master integrals

In this section, we discuss the details of the evaluation of the planar the two-loop MIs
contributing to the NNLO corrections to µe scattering. The 9 topologies corresponding
to the planar diagrams of figure 8.1 can be mapped into two distinct integral families,
which group, respectively, T1, T2, T3, T7, T8 and T4, T5, T9, T10. We describe the
computation of the MIs for each integral family separately.

8.4.1 The first integral family

The first two-loop integral family, which includes the topologies T1, T2, T3, T7 and T8

of figure 8.1, is defined as
Z

g
d

dk1 g
d

dk2
1

Dn1
1 Dn2

2 Dn3
3 Dn4

4 Dn5
5 Dn6

6 Dn7
7 Dn8

8 Dn9
9

, n
i

2 Z , (8.24)

where the 9 denominators are chosen to be

D1 = k2
1 � m2, D2 = k2

2 � m2, D3 = (k1 + p1)
2, D4 = (k2 + p1)

2,

D5 = (k1 + p1 + p2)
2, D6 = (k2 + p1 + p2)

2, D7 = (k1 � k2)
2,

D8 = (k1 + p4)
2, D9 = (k2 + p4)

2 . (8.25)

Each of the topologies T
i

corresponds to a particular choice of the ISPs, i.e. of the
set of negative exponents n

k

. The IBPs reduction returns 34 MIs and it is possible to
determine a basis which fulfils an ✏-linear system of DEQs,

F1 = ✏2 T1 , F2 = ✏2 T2 , F3 = ✏2 T3 ,

F4 = ✏2 T4 , F5 = ✏2 T5 , F6 = ✏2 T6 ,

F7 = ✏2 T7 , F8 = ✏2 T8 , F9 = ✏2 T9 ,

F10 = ✏3 T10 , F11 = ✏3 T11 , F12 = ✏3 T12 ,

F13 = ✏3 T13 , F14 = ✏2 T14 , F15 = ✏2 T15 ,

F16 = ✏3 T16 , F17 = ✏4 T17 , F18 = ✏3 T18 ,

F19 = ✏4 T19 , F20 = ✏2(1 + 2✏) T20 , F21 = ✏4 T21 ,

F22 = ✏3 T22 , F23 = ✏3 T23 , F24 = ✏2 T24 ,

F25 = ✏3 T25 , F26 = ✏3(1 � 2✏) T26 , F27 = ✏3 T27 ,

8.4. Two-loop master integrals 157

• The regularity of the four-point integrals I21,22,25,28 ... ,31 in either s ! 0 or t ! 4m2

provides two boundary conditions, which can be complemented with additional
relations obtained by imposing the regularity of the integrals at s = �t = m2/2.

• The boundary constants of integral I24 are determined by demanding regularity
in the limit s ! �m2 and t ! 4m2.

• The boundary constants of I34 are found by demanding finiteness in the limit
u ! 1.

All results have been numerically checked with the help of the computer codes GiNaC

and SecDec.

Auxiliary vertex integral for eq. (8.37)

We conclude this section by showing how the boundary value of I17 at s = 0 can be
extracted from the solution of the system of DEQs for the auxiliary vertex integrals

Z
g
d

dk1 g
d

dk2
Dn6

6 Dn7
7

Dn1
1 Dn2

2 Dn3
3 Dn4

4 Dn5
5

, n
i

� 0 , (8.39)

identified by the set of denominators

D1 = k2
1 � m2, D2 = k2

2 � m2, D3 = (k1 + p1)
2, D4 = (k2 + p1 + p2)

2,

D5 = (k1 � k2)
2, D6 = (k2 + p1)

2, D7 = (k1 + p1 + p2)
2, (8.40)

and by external momenta p1, p2 and p3 satisfying

p22 = 0 , p23 = (p1 + p2)
2

= 0 . (8.41)

All integrals belonging to this family can be reduced to a set of 8 MIs, whose dependence
on p21 is parametrized in terms of the dimensionless variable

x = � p21
m2

. (8.42)

The basis of integrals

I1 =✏2 , I2 = �✏2p21 , I3 = �✏2p21 ,

I4 = ✏2 2m2
+ ✏2(m2 � p21) ,

I5 = ✏(1 � ✏)m2 , I6 = �✏3p21 ,

I7 = �✏4 p21 , I8 = ✏3 p21(p
2
1 � m2

) (8.43)
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tions was addressed by using techniques based on Mellin-Barnes representations [70, 71].
Alternatively, here we exploit either the regularity conditions at pseudo-thresholds or
the expression of the integrals at well-behaved kinematic points. The latter might be
obtained by solving simpler auxiliary systems of DEQs, hence limiting the use of direct
integration only to a simple set of input integrals. Our preliminary studies make us
believe that the adopted strategy can be applied to the non-planar graphs as well. In
particular, anticipating the computation of the non-planar topology T6, we show its
application to the determination of the MIs for the non-planar vertex graph [258–262].

8.2 System of differential equations

In this section, we summarize the properties of the systems of DEQs satisfied by the
MIs that appear in the integral topologies T

i

, i 2 {1, 2, 3, 4, 5, 7, 8, 9, 10} of figure (8.1)
and we describe the adopted solving strategy.

In order to compute the MIs, we first derive their DEQs in the dimensionless vari-
ables �s/m2 and �t/m2. Upon the change of variables

� s

m2
= x, � t

m2
=

(1 � y)

2

y
, (8.5)

the coefficients of the DEQs become rational functions of x and y. By means of IBPs
reduction, we identify an initial set of MIs F that fulfil systems of DEQs of the type

@F

@x
= (A0x(x, y) + A1x(x, y))✏F ,

@F

@y
= (A0 y(x, y) + A1 y(x, y))F . (8.6)
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Alternatively, here we exploit either the regularity conditions at pseudo-thresholds or
the expression of the integrals at well-behaved kinematic points. The latter might be
obtained by solving simpler auxiliary systems of DEQs, hence limiting the use of direct
integration only to a simple set of input integrals. Our preliminary studies make us
believe that the adopted strategy can be applied to the non-planar graphs as well. In
particular, anticipating the computation of the non-planar topology T6, we show its
application to the determination of the MIs for the non-planar vertex graph [258–262].
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ables �s/m2 and �t/m2. Upon the change of variables

� s

m2
= x, � t

m2
=

(1 � y)

2

y
, (8.5)

the coefficients of the DEQs become rational functions of x and y. By means of IBPs
reduction, we identify an initial set of MIs F that fulfil systems of DEQs of the type

@F

@x
= (A0x(x, y) + A1x(x, y))✏F ,

@F

@y
= (A0 y(x, y) + A1 y(x, y))F . (8.6)

T6 T7

T8 T9

-     -     define the integral family F2T6 T9

- F1 and F2 have 65 distinct MIs

Two-loop planar integrals 
Mastrolia, Passera, AP, Schubert 17

- 42 master integrals identified from IBP’s



Differential equations

dA =M1d log (x) +M2d log (1 + x) +M3d log (1� x) +M4d log (y)

+M5d log (1 + y) +M6d log (1� y) +M7d log (x+ y)

+M8d log (1 + xy) +M9d log (1� y � xy + y

2
)

planar Muon-Electron Scattering
• Variables:

• Use Magnus exponential to obtain canonical form

• Combine differential equations into total differential 

� s

m

2
= x , � t

m

2
=

(1� y)2

y

I(4)5 (x) =� ⇣3H(1;x) + ⇣2H(0,�1;x)8H(0,�1,�1,�1;x)� 3H(0,�1, 0,�1;x)

+ 2H(0, 0,�1,�1;x) +
3

2
H(0, 0, 0,�1;x) + 8H(1, 0,�1,�1;x) . (A.22)

The analytic continuation of these expressions to x ! �1 ( p23 = m2 ) produces the smooth

limits

I4(✏,�1) =�
✓
5⇣3
4

� 3⇣2 log(2)

◆
✏3 �

✓
8Li4

✓
1

2

◆
� 33

8
⇣4 +

log4(2)

3
� 2⇣2 log

2(2)

◆
✏4 ,

I5(✏,�1) =� ⇣2
2

✏2 �
✓

⇣3
4

+ 3⇣2 log(2)

◆
✏3

�
✓
�8Li4

✓
1

2

◆
+

65

4
⇣4 � log4(2)

3
+ 2⇣2 log

2(2)

◆
✏4 +O �

✏5
�

, (A.23)

which have been used in eq. (7.8).

B d log-forms

In this appendix we collect the coe�cient matrices of the d log-forms

dA = M1 d log(x) +M2 d log(1 + x) +M3 d log(1� x)

+M4 d log(y) +M5 d log(1 + y) +M6 d log(1� y)

+M7 d log(x + y) +M8 d log (1 + x y)

+M9 d log (1� y(1� x � y)) , (B.1)

for the master integrals in the first and second integral family, respectively defined in

eqs. (3.5,3.6).
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d~g = ✏dA~g

• MIs satisfy pre-canonical form
@y ~f = (A0,y + ✏A1,y)~f@

x

~f = (A0,x + ✏A1,x)~f

@y~g = ✏Ãy~g@
x

~g = ✏Ã
x

~g

• Arguments of dlogs form the alphabet

[Mastrolia, Passera, Primo, U.S.]
- Identify a set of pre-canonical integrals for F1 and F2

@

x

~

f(x, y, ✏) =
⇥
A0,x(x, y) + ✏A1,x(x, y)

⇤
~

f(x, y, ✏)

@y
~

f(x, y, ✏) =
⇥
A0,y(x, y) + ✏A1,y(x, y)

⇤
~

f(x, y, ✏)

- Use Magnus exponential to obtain a canonical system of DEQs

d~g(x, y, ✏) = ✏dA(x, y)~g(x, y, ✏)

- Integrate the DEQs in terms of GPLs

- Fix boundary conditions



Boundary conditions 

- Boundary for F1 given by 8 input integrals 
and regularity at pseudo-thresholds :
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Figure 4: Two-loop MIs T1,...,34 for the first integral family.

6 Two-loop master integrals

In this section we present the results for the planar two-loop MIs contributing to the NNLO

virtual QED corrections to µe scattering, which are the main results of this work. We first
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Figure 5: Two-loop MIs T1,...,42 for the second integral family.
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- Input integrals
- Regularity at 

t ! 4m2

s ! 0
- Regularity at 

u ! 2m2- Regularity at 
u ! 1- Regularity at 

- Regularity at s ! �m2

- Combinations of constant GPLs fitted to     ⇣k

8.3. One-loop master integrals 151

Each set arises from a different kinematic limit imposed on the alphabet given in eq.
(8.10). We used GiNaC to numerically verify that, at each order in ✏k, the corresponding
combination of constant GPLs is proportional to Riemann ⇣

k

. Examples of the found
identities are

⇣2 = � 1

2

G(�1; 1)

2
+ G(0, �2; 1) + G(0, �1

2

; 1) , (8.12)

�59⇣4 = ⇡2
⇣
G(�1; 1)

2 � 2 G(0, �(�1)

1
3
; 1) � 2 G(0, (�1)

2
3
; 1)

⌘
� 21 ⇣3 G(�1; 1)

�G(�1; 1)

4 � 18 G(0, 0, 0, �(�1)

1
3
; 1) � 18 G(0, 0, 0, (�1)

2
3
; 1)

+12 G(0, 0, �(�1)

1
3 , �1; 1) + 12 G(0, 0, (�1)

2
3 , �1; 1)

+12 G(0, �(�1)

1
3 , �1, �1; 1) + 12 G(0, (�1)

2
3 , �1, �1; 1) + 24 G(0, 0, 0, 2; 1) .

(8.13)

For related studies we refer the reader to [263–265].

8.3 One-loop master integrals

e
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µ

e,µ
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µ

e
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e
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e

µ

e

µ

e

µ

e

µ

e

µ

Figure 8.2: One-loop four-point topology for µe scattering

Before entering the details of the computation of the two-loop MIs, we briefly discuss
the computation of the MIs for the relevant one-loop four-point topology,

Z
g
d

dk1
1

Dn1
1 Dn2

2 Dn3
3 Dn4

4

, n
i

� 0 , (8.14)

where the loop denominators are defined to be

D1 = k2
1 � m2 , D2 = (k1 + p1)

2 ,

D3 = (k1 + p1 + p2)
2 , D4 = (k1 + p4)

2 . (8.15)

The corresponding Feynman diagram is depicted in figure 8.2. From the IBPs reduction,
we determine a set of 5 MIs which satisfy ✏-linear DEQs,

F1 = ✏ T1 , F2 = ✏ T2 , F3 = ✏ T3 , F4 = ✏2 T4 , F5 = ✏2 T5 , (8.16)

where the T
i

are depicted in figure 8.3. With the help the Magnus algorithm, we identify
the corresponding canonical basis, which is given by

I1 = F1 , I2 = �s F2 ,

I3 = �tF3 , I4 = �
t

F4 ,

I5 = (s � m2
)t F5 .

(8.17)

with �
t

=

p
�t

p
4m2 � t.

(PSLQ):



- Input integrals
- Regularity at s ! 0

- Regularity at t ! 0

- Regularity at u ! m2/2

- Regularity at s ! �m2

- Regularity at t ! 4m2

- Regularity at s ! 2t�m2 �
p
�t

p
4m2 � t/2
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Figure 4: Two-loop MIs T1,...,34 for the first integral family.

6 Two-loop master integrals

In this section we present the results for the planar two-loop MIs contributing to the NNLO

virtual QED corrections to µe scattering, which are the main results of this work. We first
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Figure 5: Two-loop MIs T1,...,42 for the second integral family.
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Boundary conditions

- Boundary for F2 given by 9 input integrals 
and regularity at pseudo-thresholds :



- Euclidean kinematics :

-Physical region :

Numerical evaluation
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Figure 4: Two-loop MIs T1,...,34 for the first integral family.

6 Two-loop master integrals

In this section we present the results for the planar two-loop MIs contributing to the NNLO

virtual QED corrections to µe scattering, which are the main results of this work. We first
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Figure 5: Two-loop MIs T1,...,42 for the second integral family.
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=
0.30898470618790586

✏3
� 0.13117172678776337

✏2
� 1.6429065516247423

✏
� 6.8582633086260625 +O(✏)

- Numerical evaluation with GiNaC validated against SecDeC

m2 = 1, s = �1/2, t = �4/3
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Figure 4: Two-loop MIs T1,...,34 for the first integral family.

6 Two-loop master integrals

In this section we present the results for the planar two-loop MIs contributing to the NNLO

virtual QED corrections to µe scattering, which are the main results of this work. We first
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Figure 5: Two-loop MIs T1,...,42 for the second integral family.
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non-planar Muon-Electron Scattering

consist in the following 12 letters:

⌘1 = w , ⌘2 = 1 + w ,

⌘3 = 1� w , ⌘4 = z ,

⌘5 = 1 + z , ⌘6 = 1� z, ,

⌘7 = w + z , ⌘8 = w � z ,

⌘9 = w � z2 , ⌘10 = 1� w + w2 � z2 ,

⌘11 = 1� 3w + w2 + z2 , ⌘12 = w2 � z2 + wz2 � w2 z2 .

(2.5)

Since the alphabet is rational and has only algebraic roots, the solution can be directly

expressed in terms of GPLs.
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Figure 2: First 24 two-loop MIs T1,...,24 for the topology T6.Thin lines represent massless

propagators and thick lines stand for massive ones. Dots indicate squared propagators.
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Figure 3: Last 20 two-loop MIs T25,...,44 for the topology T6 with the same convention as

figure 2

3 Two-loop master integrals

We start by considering the following set of 44 MIs, which fulfil an ✏-linear system of DEQ,

F1 = ✏2 T1 , F2 = ✏2 T2 , F3 = ✏2 T3 ,

F4 = ✏2 T4 , F5 = ✏2 T5 , F6 = ✏2 T6 ,

F7 = ✏2 T7 , F8 = ✏3 T8 , F9 = ✏3 T9 ,

F10 = ✏3 T10 , F11 = ✏3 T11 , F12 = ✏2 T12 ,

F13 = ✏3 T13 , F14 = ✏2 T14 , F15 = ✏3 T15 ,

F16 = ✏2 T16 , F17 = ✏2 T17 , F18 = ✏4 T18 ,

F19 = ✏3 T19 , F20 = ✏4 T20 , F21 = ✏2(1 + 2✏) T21 ,

F22 = ✏3 T22 , F23 = ✏4 T23 , F24 = ✏3 T24 ,

F25 = ✏4 T25 , F26 = ✏3 T26 , F27 = ✏3 T27 ,

F28 = ✏2 T28 , F29 = ✏4 T29 , F30 = ✏3 T30 ,
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I(2)5 (x, y) = � 5⇣2 + 2G(�1; x) (2G(1; y) � G(0; y)) . (8.23)

These MIs and their related crossings, which can be obtained from the above analytic
expressions through a suitable permutations of the Mandelstam invariants s, t, and
u can be used in the decomposition of the one-loop amplitude derived in eq. (4.83)
with the integrand reduction method, in order to obtain the analytic expression of the
(unrenormalized) one-loop virtual QED correction to µe scattering. For completeness,
we observe that the knowledge of the full analytic expression of eq. (4.83) requires the
evaluation of additional two- and three-point integrals with two massive internal propa-
gators, which are not included in the integral family defined by eq. (8.14). Although we
do not evaluate the missing integrals explicitly, their expression can be easily found in
the literature, or it can be anyway obtained with the same technique discussed above.

8.4 Two-loop master integrals

In this section, we discuss the details of the evaluation of the planar the two-loop MIs
contributing to the NNLO corrections to µe scattering. The 9 topologies corresponding
to the planar diagrams of figure 8.1 can be mapped into two distinct integral families,
which group, respectively, T1, T2, T3, T7, T8 and T4, T5, T9, T10. We describe the
computation of the MIs for each integral family separately.

8.4.1 The first integral family

The first two-loop integral family, which includes the topologies T1, T2, T3, T7 and T8

of figure 8.1, is defined as
Z

g
d

dk1 g
d

dk2
1

Dn1
1 Dn2

2 Dn3
3 Dn4

4 Dn5
5 Dn6

6 Dn7
7 Dn8

8 Dn9
9

, n
i

2 Z , (8.24)

where the 9 denominators are chosen to be

D1 = k2
1 � m2, D2 = k2

2 � m2, D3 = (k1 + p1)
2, D4 = (k2 + p1)

2,

D5 = (k1 + p1 + p2)
2, D6 = (k2 + p1 + p2)

2, D7 = (k1 � k2)
2,

D8 = (k1 + p4)
2, D9 = (k2 + p4)

2 . (8.25)

Each of the topologies T
i

corresponds to a particular choice of the ISPs, i.e. of the
set of negative exponents n

k

. The IBPs reduction returns 34 MIs and it is possible to
determine a basis which fulfils an ✏-linear system of DEQs,

F1 = ✏2 T1 , F2 = ✏2 T2 , F3 = ✏2 T3 ,

F4 = ✏2 T4 , F5 = ✏2 T5 , F6 = ✏2 T6 ,

F7 = ✏2 T7 , F8 = ✏2 T8 , F9 = ✏2 T9 ,

F10 = ✏3 T10 , F11 = ✏3 T11 , F12 = ✏3 T12 ,

F13 = ✏3 T13 , F14 = ✏2 T14 , F15 = ✏2 T15 ,

F16 = ✏3 T16 , F17 = ✏4 T17 , F18 = ✏3 T18 ,

F19 = ✏4 T19 , F20 = ✏2(1 + 2✏) T20 , F21 = ✏4 T21 ,

F22 = ✏3 T22 , F23 = ✏3 T23 , F24 = ✏2 T24 ,

F25 = ✏3 T25 , F26 = ✏3(1 � 2✏) T26 , F27 = ✏3 T27 ,

with µ the ’t Hooft scale of dimensional regularization and

S✏ = (4⇡)✏ �(1 + ✏) . (1.5)

For the non-planar four-point topology we choose the following set of propagators:

D1 = (k1)
2 � m2, D2 = (k2)

2 � m2, D3 = (k1 + p1)
2, D4 = (k2 + p1)

2,

D5 = (k1 + p1 + p2)
2, D6 = (k2 + p1 + p2)

2, D7 = (k1 � k2)
2,

D8 = (k2 + p1 + p2 + p3)
2, D9 = (k1 � k2 + p3)

2 , (1.6)

where k1 and k2 denote the loop momenta.

2 Di↵erential Equation

In order to determine all master integrals belonging to the non-planar integral family

defined above, we derive their di↵erential equations (DEQ) in the kinematic variables s

and t. We can further facilitate their evaluation introducing two parameters variables w̃

and z̃, defined by the change of variables

� s

m2
=

(1� w̃2)2

w̃2
, � t

m2
= �1 +

(4 w̃2 z̃2 � (1� w̃2)2)2

16 z̃2 w̃4
(2.1)

which remove all non-rational terms individually. It turns out that this condition is too

stringent, since the non-rational terms only appear in certain combinations. As pointed

out by Lorenzo we can introduce a di↵erent change of variables

s � m2

m2
=

(1� w)2

w � z2
, � t

m2
=

(1� w)2

w
, (2.2)

which rationalizes the corresponding canonical DEQ.

By choosing an initial set of master integrals that fulfil a system of DEQ which is linear in

the dimensional regularization parameter ✏, we make use of the algorithm described in [1, 2]

in order find a set of master integrals satisfying a canonical DEQ in each variable kinematic

variable. This means that, after combining both DEQ into a single total di↵erential, we

arrive at the following form

dI = ✏dAI , (2.3)

where I is the vector of master integrals for a given family and

dA =

12X

i=1

Mi d log(⌘i) , (2.4)

with Mi being constant matrices. The arguments ⌘i of this d log-form, which contain all

the dependence of the DEQ on the kinematics, are referred to as the alphabet and they
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A Canonical basis 6

1 Four-point topologies

In this paper we consider the muon-electron scattering

µ+(p1) + e�(p2) ! e�(p3) + µ+(p4) (1.1)

in the approximation of vanishing electron mass, me = 0, i.e. with the kinematics specified

by

p21 = p24 = m2 , p22 = p23 = 0 ,

s = (p1 + p2)
2 , t = (p2 � p3)

2 , u = (p1 � p3)
2 = 2m2 � t � s , (1.2)

where m is the muon mass. In particular we compute the master integrals for the non-

planar contribution to the two-loop amplitude depicted in fig. 1.
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Figure 1: Two-loop four point topologies for e-µ scattering

The calculation involves the evaluation of Feynman integrals in d = 4� 2✏ dimensions

of the type

Z
gddk1 gddk2

1

Dn1
a1 . . . Dn9

a9
. (1.3)

In our conventions, the integration measure is defined as

gddki =
ddki
(2⇡)d

✓
i S✏

16⇡2

◆�1✓m2

µ2

◆✏

, (1.4)
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T10

μe: two-loop non-planar integrals 
- A single non-planar integral family is missing :

- 44 master integrals identified from IBP’s

Mastrolia, AP, Schubert, in progress



Differential equations
- Pre-canonical basis has been identified

� t

m2
=

(1� y)2

y

s

m2
= 1 +

(1� y)2

y � z2@y ~f(z, y, ✏) =
⇥
A0,y(z, y) + ✏A1,y(z, y)

⇤
~f(z, y, ✏)

@z ~f(z, y, ✏) =
⇥
A0,z(z, y) + ✏A1,z(z, y)

⇤
~f(z, y, ✏)

dA =M1d log (y) +M2d log (1 + y) +M3d log (1� y) +M4d log (x) +M5d log (1 + x)

+M6d log (1� x) +M7d log (y + z) +M8d log (y � z) +M9d log (y � z

2
)

+M10d log (1� y + y

2 � z

2
) +M11d log (1� 3y + y

2
+ z

2
) +M12d log (y

2 � z

2
+ yz

2 � y

2
z

2
)

d~g(z, y, ✏) = ✏dA(z, y)~g(z, y, ✏)

- Canonical system of DEQs achieved through Magnus method

- The alphabet contains 12 polynomial letters

- General solution expressed in terms of  GPLs

- Ongoing boundary fixing



Conclusions

- The computation of the NNLO virtual corrections to μe-scattering requires the 
evaluation of previously unknown master integrals

- Canonical system of DEQs for all masters integrals obtained through the Magnus 
exponential method

- All integrals written in terms of generalised polylogarithms

- Boundary constants fixed by demanding the regularity of the master integrals at 
pseudo-thresholds

- All planar integrals have been computed and checked against SecDec



- The non-planar integrals will be completed soon

Liu, Ma,Wang 17⌘c ! had- Crosscheck with recent numerical determination in 

Outlook

- All ingredient must be combined within a subtraction framework (             effects?)me 6= 0

- Master integrals plugged in the amplitude decomposition to get analytical 
expression of           (+ renormalization) M(2) see Torres’ talk

-            and real-virtual contributions  can be computed with GoSam|M(1)
� |2 see Greiner’s talk


