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From Pheno to Amplitudes
✦ Not a typical search talk (but I could give one!)
✦ Rather than impressing you with a shopping list of all 

the searches we do, I'll focus on a very few, which I'll 
use as the examples of where theoretical progress 
either already made difference, or would be very helpful

✦ The examples I picked are mainly related to the topics 
of this workshop, albeit there are many other interesting 
theoretical issues related to searches (jet substructure 
and Sudakov logs, inclusive b quark production and 
FONLL, quarkonia polarization puzzle, etc.), which I'll 
skip

✦ Mainly use CMS examples; in most cases similar 
conclusions apply to ATLAS data as well
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Monojets:  
the Classics
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Monojet Searches
✦ Monojet analysis is a classical search for a number of 

new physics phenomena
๏ Smoking gun signature for supersymmetry, large extra 

dimensions, dark matter production, ...
๏ Was pursued since early 1980s

✦ The signature is deceptively simple, yet it's not
๏ Backgrounds from instrumental effects
๏ Irreducible Z(νν)+jet background
๏ Reducible backgrounds from jet mismeasurements and 

W+jets with a lost lepton
✦ Number of techniques have been developed since the 

first search by UA1; will show the state-of-the-art results 
from CMS
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Monojet Searches
✦ We've come a long way since Carlo Rubbia's first 

attempt!

�5

[PL, 139B, 115 (1984)]
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18 6 Results and interpretation

Table 5: Expected event yields in each p
miss
T bin for various background processes in the mono-

V signal region. The background yields and the corresponding uncertainties are obtained after
performing a combined fit to data in all the control samples, but excluding data in the signal
region. The other backgrounds include QCD multijet and g+jets processes. The expected
signal contribution for a 2 TeV axial-vector mediator decaying to 1 GeV DM particles and the
observed event yields in the mono-V signal region are also reported.

p
miss
T (GeV) Signal Z(nn)+jets W(nn)+jets Top quark Diboson Other Total bkg. Data
250-300 11.7± 0.6 5300± 170 3390± 120 553± 54 396± 69 128± 25 9770± 290 9929
300-350 15.7± 0.7 3720± 98 1823± 53 257± 27 261± 46 79.8± 13 6140± 140 6057
350-400 11.8± 0.6 1911± 59 808± 28 101± 12 134± 25 25.0± 4.8 2982± 79 3041
400-500 15.8± 0.7 1468± 45 521± 15 48.8± 5.7 107± 20 20.0± 3.6 2165± 55 2131
500-600 8.59± 0.56 388± 18 103.0± 5.1 10.7± 1.9 33.8± 7.0 1.76± 0.53 537± 23 521
600-750 7.04± 0.47 151.0± 9.9 33.4± 2.3 1.9± 1.1 20.2± 4.5 1.05± 0.25 208± 11 225
>750 4.48± 0.40 37.7± 3.7 7.09± 0.69 0.28± 0.25 10.2± 2.3 0.06± 0.03 55.3± 4.6 61
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Figure 9: Observed p
miss
T distribution in the monojet (left) and mono-V (right) signal regions

compared with the post-fit background expectations for various SM processes. The last bin in-
cludes all events with p

miss
T > 1250 (750) GeV for the monojet (mono-V) category. The expected

background distributions are evaluated after performing a combined fit to the data in all the
control samples, as well as in the signal region. The fit is performed assuming the absence of
any signal. Expected signal distributions for the 125 GeV Higgs boson decaying exclusively
to invisible particles, and a 2 TeV axial-vector mediator decaying to 1 GeV DM particles, are
overlaid. The description of the lower panels is the same as in Fig. 5.

The results for vector, axial-vector, and pseudoscalar mediators are compared to constraints
from the observed cosmological relic density of DM as determined from measurements of
the cosmic microwave background by the Planck satellite experiment [97]. The expected DM

CMS Monojet Analysis
✦ The latest Run 2 analysis is built on the Run 1 techniques

๏ Increased number of control regions (added e+jets, ee+jets)
๏ Theoretically consistent treatment of EW/QCD corrections to SM 

V+jets processes, after Lindert et al., arXiv:1705.04464
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6.1 Dark matter interpretation 19

Figure 10: Exclusion limits at 95%CL on µ = s/sth in the mmed–mDM plane assuming vector
(left) and axial-vector (right) mediators. The solid (dotted) red (black) line shows the contour
for the observed (expected) exclusion. The solid contours around the observed limit and the
dashed contours around the expected limit represent one standard deviation due to theoretical
uncertainties in the signal cross section and the combination of the statistical and experimental
systematic uncertainties, respectively. Constraints from the Planck satellite experiment [97] are
shown as dark blue contours; in the shaded area DM is overabundant.
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Figure 11: Expected (dotted black line) and observed (solid black line) 95%CL upper limits
on the signal strength µ = s/sth as a function of the mediator mass for the scalar mediators
(left) for mDM = 1 GeV. The horizontal red line denotes µ = 1. Exclusion limits at 95%CL
on µ = s/sth in the mmed–mDM plane assuming pseudoscalar mediators (right). The solid
(dashed) red (back) line shows the contours for the observed (expected) exclusion. Constraints
from the Planck satellite experiment [97] are shown with the dark blue contours; in the shaded
area DM is overabundant.

abundance is estimated, separately for each model, using the thermal freeze-out mechanism
implemented in the MADDM [98] framework and compared to the observed cold DM density
Wch

2 = 0.12 [99], where Wc is the DM relic abundance and h is the Hubble constant.
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abundance is estimated, separately for each model, using the thermal freeze-out mechanism
implemented in the MADDM [98] framework and compared to the observed cold DM density
Wch

2 = 0.12 [99], where Wc is the DM relic abundance and h is the Hubble constant.

DM Interpretation
�7

Fully compliant w/  
LHC DM WG 
[arXiv:1603.04156] 
recommendations
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6.1 Dark matter interpretation 21
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Figure 13: Exclusion limits at 90%CL in the mDM vs. sSI/SD plane for vector (left) and axial-
vector (right) mediator models. The solid red (dotted black) line shows the contour for the
observed (expected) exclusion in this search. Limits from CDMSLite [102], LUX [103], XENON-
1T [104], PANDAX-II [105], and CRESST-II [106] are shown for the vector mediator. Limits
from Picasso [107], PICO-60 [108], IceCube [109], and Super-Kamiokande [110] are shown for
the axial-vector mediator.
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Figure 14: For the pseudoscalar mediator, limits are compared to the the velocity averaged DM
annihilation cross section upper limits from Fermi-LAT [101]. There are no comparable limits
from direct detection experiments, as the scattering cross section between DM particles and SM
quarks is suppressed at nonrelativistic velocities for a pseudoscalar mediator [111, 112].
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the axial-vector mediator.
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24 6 Results and interpretation

Monojet Mono-V Combined
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Figure 17: Expected (dotted line) and observed (solid line) 95%CL upper limits on the invisible
branching fraction of the 125 GeV SM-like Higgs boson. Limits are shown for the monojet and
mono-V categories separately, and also for their combination.
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Figure 18: The 95%CL expected (dotted) and observed (solid) upper limits on the signal
strength µ = s/sth for ADD graviton production (left), as a function of fundamental Planck
scale (MD) for n = 2, where n is the number of extra spatial dimensions. The 95%CL expected
(dotted) and observed (solid) lower limits (right) on MD as a function of n in the ADD model.
The results are also compared to earlier ones obtained by the CMS Collaboration with data
corresponding to an integrated luminosity of 19.7 fb�1 at a centre-of-mass energy of 8 TeV [10]
(blue points).

6.3 The ADD model interpretation 23

Figure 16: Expected (black dashed line) and observed (red solid line) 95%CL upper limits on
the signal strength µ = s/sth, in the context of a nonthermal dark matter model. Results
are reported in the l1–l2 plane, which represents the coupling strength of the interaction of the
new scalar mediator with down-type quarks and DM with up-type quarks, respectively. Limits
are shown for mX1 of 1 TeV (left) and 2 TeV (right).

Table 6: Expected and observed 95%CL upper limits on the invisible branching fraction of the
Higgs boson. Limits are tabulated for the monojet and mono-V categories separately, and for
their combination. The one standard deviation uncertainty range in the expected limits is listed.
The expected composition of the production modes of a Higgs boson with a mass of 125 GeV is
summarized, assuming SM production cross sections.

Category Observed (expected) 68% expected Expected signal composition

Monojet 0.74 (0.57) 0.40–0.86 72.8% ggH, 21.5% VBF,
3.3% WH, 1.9% ZH, 0.6% ggZH

mono-V 0.49 (0.45) 0.32–0.64 38.7% ggH, 7.0% VBF,
32.9% WH, 14.6% ZH, 6.7% ggZH

Combined 0.53 (0.40) 0.29–0.58 —

6.3 The ADD model interpretation

The 95%CL lower limits on the fundamental Planck scale MD of the ADD model are presented
as a function of the number of extra spatial dimensions n. The efficiency of the full event
selection in the monojet (mono-V) category for this model ranges between 15 (1)% and 20 (1.5)%
depending on the values of the parameters MD and n. An upper limit on the signal strength
µ = s/sth is presented for the ADD graviton production for n = 2 EDs, as a function of MD
in Fig. 18. In addition, Fig. 18 shows the observed exclusion on MD which varies from 9.9 TeV
for n = 2 to 5.3 TeV for n = 6. The results of this search are also compared to earlier ones
obtained by the CMS Collaboration with Run 1 data corresponding to an integrated luminosity
of 19.7 fb�1 at a centre-of-mass energy of 8 TeV [10]. The upper limits on the signal production
cross section and MD exclusions are also provided in Table 7 as a function of the number of
extra dimensions. Compared to previous CMS publications in this channel, the lower limits on
MD show a factor of 2 improvement.

22 6 Results and interpretation

strength lu of the interaction between the scalar mediator and up-type quarks is fixed at unity.
The results are also compared to constraints from the observed cosmological relic density of
DM, obtained by the Planck satellite experiment, for the allowed values of mfu and mc [20]. In
this search, mediator (dark matter) masses up to 1.4 (0.6) TeV are excluded.

Figure 15: The 95%CL expected (black dashed line) and observed (red solid line) upper limits
on µ = s/sth in the context of the fermion portal DM model, for Dirac DM particles with
coupling strengths to the up quark corresponding to lu = 1 in the mfu–mc plane. Constraints
from the Planck satellite experiment [97] are shown as dark blue contours; in the shaded area
DM is overabundant.

6.1.2 Nonthermal dark matter interpretation

This search is also interpreted in the context of the nonthermal DM model where the DM can-
didate is not parity protected and therefore could be singly produced. Such production leads
to signatures with an energetic jet and large p

miss
T whose distribution is characterized by a

Jacobian-like shape, which exhibits a peak at half of the mediator mass. Therefore, multiple
mediator mass points have been studied. The search is restricted to a coupling range of 0.01–
1.5 for l1 and 0.01–2.0 for l2 to ensure the mediator width is less than about 30% of its mass.
Within these bounds, no significant excesses were found and limits are reported as a function of
coupling strength parameters l1 and l2 for two reference mediator masses mX1 of 1 and 2 TeV.
Figure 16 shows the exclusion contours in the l1–l2 plane.

6.2 Invisible decays of the Higgs boson interpretation

The results of this search are further interpreted in terms of an upper limit on the production
cross section and branching fraction, B(H ! inv.), where the Higgs boson is produced through
gluon fusion (ggH) along with a jet; or in association with a vector boson (ZH, WH); or through
vector boson fusion (VBF). The predictions for the Higgs boson production cross section and
the corresponding theoretical uncertainties are taken from the recommendations of the LHC
Higgs cross section working group [113]. The observed (expected) 95%CL upper limit on the
invisible branching fraction of the Higgs boson, s ⇥ B(H ! inv.)/sSM, is found to be 53%
(40%). The limits are summarized in Fig. 17, while Table 6 shows the individual limits for the
monojet and mono-V categories.

Other Interpretations
✦ Also sets limits on Dirac fermion [Bai/Berger, arXiv:

1308.0612] and non-thermal [Dutta/Gao/Kamon, 
arXiv:1401.1825] DM models, as well as new limits 
on models with large extra dimensions

�9

2 1 Introduction

tors (X⇤) with a coupling strength parameter l2. This new colored mediator also interacts with36

the down-type quarks (d, d0) with a coupling strength parameter l1. Baryon number conserva-37

tion is violated in interactions of such mediators and therefore, nonthermal DM model could38

explain both the baryon abundance and the DM content of the universe. In this model, DM39

candidate can be singly produced at the LHC since it is not parity protected, as shown in Fig. 2.40

This leads to the large missing transverse energy and an associated energetic jet whose trans-41

verse momentum distribution has a Jacobian shape, which peaks at half the mediator mass.42

X�

d�

d

nDM

ū

�1 �2

Figure 2: Diagram of the main production mechanism of DM particles in the nonthermal model
in one jet final state.

The Arkani-Hamed, Dimopoulos, and Dvali (ADD) model [13–17] of large extra dimensions43

(EDs) mitigates the hierarchy problem (the scale difference between the electroweak scale MEW ⇠44

103 GeV at which the electromagnetic and weak interaction unify, and the Plank scale MPl ⇠45

1019 GeV, at which gravity becomes as strong as the gauge interactions) by introducing a num-46

ber, n, of EDs. In the simplest scenario, EDs are compactified on a multidimensional torus of47

common radius R. In this framework, the SM particles and gauge interactions are confined48

to the ordinary 3 + 1 space-time dimensions, whereas gravity is free to propagate through the49

entire multidimensional space. The strength of the gravitational force in 3 + 1 dimensions is50

effectively diluted. The fundamental scale MD of this 4+n-dimensional theory is related to the51

apparent four-dimensional Plank scale MPl according to MPl
2 ⇡ MD

n+2
R

n. The production52

of gravitons is expected to be greatly enhanced by the increased phase space available in EDs.53

Once produced, the graviton escapes undetected into EDs and its presence must be inferred54

from an overall transverse momentum imbalance in the collision event.55

For all models, signal extraction is performed considering the shape of the transverse momen-56

tum imbalance in each event category. The results are interpreted in terms of simplified models57

containing of a pair of DM particles, assumed to be Dirac fermions, that couple to a vector,58

axial-vector, scalar, or pseudoscalar mediator [9, 18–34]. The results of the search are reported59

in terms limits on the mediator mass, and the DM particle mass. Models where the DM par-60

ticle is singly produced [11, 12] are also considered and the results of the search are reported61

in terms of limits on the mediator mass, and the DM particle mass or strength of the coupling62

parameters of the mediator to the DM and SM particles. The case of the SM Higgs boson de-63

caying to invisible (e.g. DM) particles is also considered, wherein the results are reported in64

terms of the branching fraction of a SM-like Higgs boson with the mass of 125 GeV [35–37] to65

invisible particles. In the ADD model of EDs, the results are reported in terms of limits on the66

fundamental scale as a function of the number of extra spatial dimensions.67

This physics analysis summary is organized as follows. A brief overview of the CMS detector68

is given in Section 2, and a description of the physics object reconstruction and the event selec-69

tion is provided in Section 3. Section 4 details the background estimation strategy used in the70

analysis. Finally, the results of the search are described in Section 5 and summarized in Section71

6.72

2016

2016

2016

1

1 Introduction

This physics analysis summary describes a search for new physics resulting in the final states
with one or more energetic jets and an imbalance in transverse momentum due to undetected
particles. These topologies are also referred to as ‘monojet’ and ‘mono-V’ (V = W or Z). Such
events can be produced in new physics scenarios, including dark matter (DM) production and
large extra dimensions. Several analysis have been performed at the CERN LHC using the
monojet and mono-V channels [1–7]. The analysis strategy is similar to the previously per-
formed CMS searches and incorporates both monojet and mono-V final states in a combined
search, categorized according to the nature of jets in the event.

The data sample used in this analysis was collected with the CMS detector at the LHC in
proton-proton (pp) collisions at

p
s = 13 TeV and corresponds to an integrated luminosity

of 35.9 fb�1.

The existence of DM would imply strong evidence for physics beyond the standard model (SM)
[8,9], if it has particle physics origin. However, there is no experimental evidence of its non-
gravitational interaction with SM particles. The LHC provides an opportunity to probe this in-
teraction by directly producing DM particles. If DM and SM particles interact, the former may
be pair-produced in the pp collisions at the LHC. While the DM particles would remain unde-
tected in the detector, they may recoil with large transverse momentum pT against additional
jets radiated from the initial state, resulting in an overall transverse momentum imbalance in
the collision event. Such jets from initial-state radiation can then be used to tag the events.

In many models, DM particles interact with SM particles through a spin-1 or spin-0 media-
tor [8–10]. These interactions can be classified into four different types, depending on whether
the mediator is a vector, axial-vector, scalar, or a pseudoscalar particle. The spin-0 mediators
are assumed to couple to the SM particles via Yukawa-like couplings. The SM Higgs boson is a
specific example of a scalar mediator that may couple to the DM particles.

Fermion portal (FP) DM model is one of the simplified DM models in which a DM particle,
that can be either a Dirac or Majorana fermion, couples to a color-triplet scalar mediator (fu)
and a SM fermion [11]. In the investigated model, the DM candidate is assumed only to couple
to up-type quarks with a coupling strength parameter lu = 1. The associated production
of the mediator fu and the DM candidate yields a monojet signature, while pair production
of mediators can be observed in multijet final states with significant transverse momentum
imbalance, as shown in Fig. 1.

u

�u

u

g

�

�̄

u

�u

u

ū

�

�̄

g

Figure 1: Diagrams of the main production mechanisms of DM particles in the FP model in as-
sociation with a single quark or gluon at the LHC. Both diagrams result in monojet signatures.

The light nonthermal DM model [12, 13] is a minimal extension to SM where the Majorana
fermion DM candidate (nDM) interacts with up-type quarks via colored scalar mediators (X1).
with a coupling strength parameter l2. This new colored mediator also interacts with the

CMS arXiv:1712.02345
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Anatomy of the Analysis
✦ In order to estimate the dominant Z(νν)+jets background with best precision, CMS 

employs 5 control regions (CRs) for each signal region (SR), "monojet" or "mono-V":
๏ e/µ+jets CRs
๏ ee/µµ+jets CRs
๏ γ+jets CR

✦ The signal is extracted via simultaneous fit to the MET distribution in a given SR and to 
the hadronic recoil (proxy for MET) distribution in all the corresponding CRs

✦ The interplay between the CRs and SR is parameterized via transfer factors, 
determined from simulation
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The Role of Theory
✦ The reason data and simulation agree so well is the state-of-the art EW 

and QCD NLO corrections used for V+jets simulations, as well as 
improved analysis of related  
uncertainties

✦ Based on the following recommendations:
๏ Lindert et al, arXiv:1705.04664
๏ See Refs. therein for individual calculations

✦ NLO QCD corrections:
๏ Renormalization/factorization scale  

uncertainty [underestimate shape  
uncertainties]

๏ Supplemented by altered boson pT  
spectrum as an additional shape  
uncertainty to connect low- and high-pT 
ranges

๏ Additional uncertainty for the difference  
between γ+jets and W/Z+jets spectra
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Fig. 6: Higher-order QCD predictions and uncertainties for Z(`
+
`
�
)+jet, W±

(`⌫)+jet, and �+jet production at
13 TeV. Absolute predictions at LO, NLO and NNLO QCD are displayed in the main frame. The ratio plots
show results for individual processes normalised to NLO QCD. The bands correspond to the combination (in
quadrature) of the three types of QCD uncertainties, �(i)KNkLO, i.e. scale uncertainties according to Eq. (33),
shape uncertainties according to Eq. (35), and process-correlation uncertainties according to Eq. (38).

ratios (see also Figure 19). However, one should keep
in mind that an additional analysis-dependent photon-
isolation uncertainty (see Section 3.1) has to be consid-
ered for these ratios.

In general, comparing QCD predictions at different
orders we observe a good convergence of the perturba-
tive expansion, and the fact that process ratios receive
very small corrections both at NLO and NNLO provides
strong evidence for the universality of QCD dynamics
is all V+ jet processes. Results at NNLO provide also
a crucial test of the goodness of the proposed approach
for the estimate of QCD uncertainties and their correla-
tions. In particular, the remarkable consistency between
NNLO and NLO predictions in Figure 8 confirms that

QCD uncertainties for process ratios are as small as
1–2%.

4.2 Electroweak corrections

For EW higher-order corrections we use the notation,
d

dx
�
(V )
NLOEW =

d

dx
�
(V )
LOQCD +

d

dx
��

(V )
NLOEW, (40)

d

dx
�
(V )
nNLOEW =

d

dx
�
(V )
NLOEW +

d

dx
��

(V )
NNLOSud,

where ��
(V )
NLOEW denotes exact O(↵

2
↵S) contributions,

and ‘NNLO Sud’ stands for O(↵
3
↵S) EW Sudakov loga-

rithms in NLL approximation (see below). Their combi-
nation is dubbed nNLOEW as it accounts for the dom-
inant EW effects at NNLO. While our power counting
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The Role of Theory (cont'd)
✦ Next, EW corrections are included at NLO + two-loop 

Sudakov logs [Denner et al., arXiv:0906.1656, 1103.0914, 
1211.5078; and Kallweit et al.,  
arXiv:1511.08692]

✦ Again three uncertainties are  
considered:
๏ EW from Sudakov logs beyond two  

loops (Sudakov exponentiation)
๏ A 5% uncertainty in EW NLO  

K-factor to cover missing  
higher-order corrections

๏ Third uncertainty to cover the  
difference between full NLL Sudakov  
log effects and naive EW NLO  
exponentiation 
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Fig. 9: Higher-order EW predictions and uncertainties for different pp ! V+ jet processes at 13 TeV. The main
frame displays absolute predictions at LO (blue), NLO EW (green) and nNLO EW (red), as well as NLL Sudakov
logarithms at NLO (black), which are denoted as nLO EW. In the ratio plots all results are normalised to LO.
Uncertainties at nNLO EW (red band) are evaluated by combining in quadrature the corresponding variations
�
(i)

(V )
nNLOEW as defined in Eqs. (52), (53) and (56) and for �

(i)

(V )
NLOEW in Eq. (57).

Numerical results

Predictions for V +jet distributions and their ratios at
LO, NLOEW and nNLOEW are presented in
Figures 9–11 as well as in Figures 20–21 (see
Appendix B). In Figures 10 and 20–21, the EW un-
certainties defined in Eq. (52), Eq. (53), and Eq. (56)
are shown separately, while in Figures 9 and 11 they
are combined in quadrature.

Contrary to the case of QCD corrections, higher-
order EW effects have a significant impact on the shapes
of pT distributions as well as a pronounced dependence
on the scattering process. This behaviour is mainly due
to the pT dependence of EW Sudakov logarithms and

their dependence on the SU(2) charges of the produced
vector bosons.

As can be seen in Figure 9, the vector-boson pT

spectra receive negative EW corrections that grow with
pT and become very sizable in the tails. At the TeV
scale, NLO EW effects reach 20–50% for Z+jet and
W+jet production, and 10–15% for �+jet production.
As expected from exponentiation, NNLO Sudakov log-
arithms have positive sign. Thus they compensate in
part the impact of NLO EW corrections.

In Figure 9 exact NLO EW results are also com-
pared to the NLL Sudakov approximation at the same
order, denoted as nLOEW. The observed agreement in-
dicates that the Sudakov approximation at NLO works
very well, thereby supporting the usage of EW Su-
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The Role of Theory (cont'd)
✦ Next, there are several 

approaches how to combine 
NLO QCD and EW 
corrections

✦ Use a factorized approach, 
which partially includes 
mixed QCD-EW corrections
๏ Covered by an extra 

uncertainty for the difference 
between the additive and 
multiplicative approaches

✦ Finally, include the PDF 
uncertainties
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Fig. 16: Comparison of additive (green) and multiplicative (red) combination of (N)NLO QCD and nNLO EW
corrections for various pp ! V +jet processes at 13 TeV. The red band corresponds to the mixed QCD–EW
uncertainty (77). The (N)NLO QCD result without EW corrections is shown in blue. The combination at NLO
QCD is shown on the left and at NNLO QCD on the right.

A substantial part of our study concerned uncer-
tainty estimates. In particular we proposed and applied
various new approaches for uncertainty estimates and
correlations across processes and pT regions.

We defined the uncertainties due to normal QCD
scale variations in a way that gives a strong corre-
lation across different pT regions, Eq. (33). We then
supplemented it with a shape uncertainty that is anti-
correlated across pT, Eqs. (35)–(36). To address the
long-standing problem of evaluating the correlations
between uncertainties for different processes, we sep-
arated the uncertainty into process-independent and
process-dependent components. The universal compo-
nent was taken to be composed of the overall scale
and shape uncertainties for the reference Z + jet pro-
cess. The process-dependent component, which is gen-
erally small, was determined by considering the differ-
ence between suitably normalised K-factors for the dif-
ferent processes, Eq. (38). This amounts to a conser-
vative choice of taking the uncertainty on ratios as the

difference between the best available prediction and the
one at one order lower.

Special attention was devoted to the correlation of
Z/W+ jet and �+ jet production. In that case a sub-
stantial non-universal contribution is associated with
the masslessness of the photon and the need to control
collinear divergent q ! q� radiation through a photon-
isolation prescription. We introduced a novel photon-
isolation prescription with a dynamically chosen iso-
lation radius, Eq. (11), designed to suppress q ! �q

radiative effects in a way that is similar to the effect
of the masses of the Z and W bosons in the case of
q ! V q splittings at large pT. Such a dynamic isola-
tion allows one to split �+jet production into a quasi-
universal part, which can be treated on the same footing
as Z+jet and W +jet production, and a non-universal
part which is kept uncorrelated. The non-universal part
is given by the difference between the cross sections
with conventional and dynamic photon isolation pre-
scriptions.
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Summary of Theory Uncertainties
✦ Final theory uncertainties

๏ Significant improvement over previous versions of the 
analysis, which was based on less precise calculations

�14

5.4 Control sample validation 11

Table 3: Theoretical uncertainties considered in the V-jets and g+jets processes, and their ratios.
The correlation between each process and between the pT bins are described.

Uncertainty source Process (magnitude) Correlation

Fact. & renorm. scales (QCD) Z ! nn/W ! `n (0.1 – 0.5%)
Z ! nn/g+jets (0.2 – 0.5%)

Correlated between processes;
and in pT

pT shape dependence (QCD) Z ! nn/W ! `n (0.4 – 0.1%)
Z ! nn/g+jets (0.1 – 0.2%)

Correlated between processes;
and in pT

Process dependence (QCD) Z ! nn/W ! `n (0.4 – 1.5%)
Z ! nn/g+jets (1.5 – 3.0%)

Correlated between processes;
and in pT

Effects of unknown Sudakov logs (EW) Z ! nn/W ! `n (0 – 0.5%)
Z ! nn/g+jets (0.1 – 1.5%)

Correlated between processes;
and in pT

Missing NNLO effects (EW)
Z ! nn (0.2 – 3.0%)
W ! `n (0.4 – 4.5%)
g+jets (0.1 – 1.0%)

Uncorrelated between processes;
correlated in pT

Effects of NLL Sudakov approx. (EW)
Z ! nn (0.2 – 4.0%)
W ! `n (0 – 1.0%)
g+jets (0.1 – 3.0%)

Uncorrelated between processes;
correlated in pT

Unfactorized mixed QCD-EW corrections Z ! nn/W ! `n (0.15 – 0.3%)
Z ! nn/g+jets (<0.1%)

Correlated between processes;
and in pT

PDF Z ! nn/W ! `n (0 – 0.3%)
Z ! nn/g+jets (0 – 0.6%)

Correlated between processes;
and in pT

5.4 Control sample validation

An important cross-check of the application of pT-dependent NLO QCD and EW corrections is
represented by the agreement between data and simulation in the ratio of Z+jets events to both
g+jets events and W+jets events in the control samples, as a function of hadronic recoil pT.

Figure 4 shows the ratio between Z(``)+jets and g+jets (left), Z(``)+jets and W(`n)+jets (mid-
dle), and the one between W(`n)+jets/g+jets processes (right) as a function of the recoil for
events selected in the monojet category. While we do not explicitly use a W(`n)+jets/g+jets
constraint in the analysis, the two cross sections are connected through the Z+jets/g+jets and
Z+jets/W+jets constraints that are explained in Section 5.2. Therefore, it is instructive to ex-
amine the data-MC comparison of the W(`n)+jets/g+jets ratio. Good agreement is observed
between data and simulation after the application of the NLO corrections as shown in Fig. 4.
The ratio between Z(µµ)+jets and g+jets, Z(µµ)+jets and W(µn)+jets and the one between
W(µn)+jets/g+jets processes as a function of the boson pT is also studied and the results can
be seen in Fig. 19 in Section A.

Figures 5–7 show the results of the combined fit in all control samples and the signal region.
Data in the control samples are compared to the pre-fit predictions from simulation and the
post-fit estimates obtained after performing the fit. The control samples with larger yields
dominate the fit results. A normalization difference of 7% is observed in the pre-fit distribu-
tions for the mono-V category in the single-lepton and dilepton control regions. The sources
of the differences are identified to be the modeling of the pruned mass variable and the large
theoretical uncertainties in the diboson and top quark backgrounds, which are the leading
backgrounds in these regions. The normalization difference is found to be fully mitigated by
the fitting procedure.
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Comparison w/ Older Analyses
✦ The effect of reduced theoretical uncertainties:

�15
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Data validation of the ratios in the control regions - 
ICHEP Like Uncertainties

Black ratio from data and statistical uncertainties / Red from MC 
Grey band is stat. + sys uncertainty on MC. Sys uncertainty includes theoretical uncertainties 

Difference between data / simulation TF is covered by stat+sys uncertainty along the full recoil range

Old uncertainties

57

Data validation of the ratios in the control regions

Black ratio from data and statistical uncertainties / Red from MC 
Grey band is stat. + sys uncertainty on MC. Sys uncertainty includes theoretical uncertainties 

Difference between data / simulation TF is covered by stat+sys uncertainty along the full recoil range

New uncertainties
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Experimenters' Wishlist
✦ I know it's simpler to say than to do, nevertheless:

๏ We would like similar level of understanding for the V+b 
and V+bb production

! This would benefit a lot bb+MET searches (SUSY, DM), 
such as mono-Higgs and generic mono-bb

๏ We would also like to have similar connection well 
understood theoretically between Wγ, Zγ, and γγ

! This would benefit monophoton analysis the same way the 
monojets benefit from V+jets understanding

๏ Finally, we would also like the understanding of EW 
V+jets production in the VBF phase space (including 
interference with QCD V+jets)

! This would benefit measurement of EW production and 
qTGC, as well as H(inv.) searches (next slide)
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Invisible Higgs Decay
✦ New H(inv.) search based on VBF topology
✦ Similar approach to the monojet search, except requiring two forward 

jets and the lack of γ+jets CR; also no V+jets SR
✦ Use dijet mass as the sensitive variable
✦ Significantly larger transfer factor uncertainties than in monomers due 

to lack of theoretical calculations (EW V+jets only includes NLO QCD)
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7.1 Upper limits on B(H ! inv) 13
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Figure 4: The observed mjj distribution of the shape analysis signal region compared to the
post-fit backgrounds from various SM processes. On the left, the predicted backgrounds are
obtained from a combined fit to the data in all the control samples but excluding the signal
region. On the right, the predicted backgrounds are obtained from a combined fit to the data in
all the control samples, as well as in the signal region, assuming the absence of any signal. Ex-
pected signal distributions for a 125 GeV Higgs boson produced through ggH and qqH modes,
and decaying exclusively to invisible particles, are overlaid. The last bin includes all events
with mjj > 3.5 TeV. The description of the ratio panels is the same as in Fig. 2.

Table 4: Expected event yields in the signal region and in the control samples of the cut-and-
count analysis for various SM processes. The background yields and the corresponding un-
certainties are obtained from a combined fit to data in all the control samples, but excluding
data in the signal region. The expected total signal contribution for the 125 GeV Higgs boson,
decaying exclusively to invisible particles, and the observed event yields are also reported.

Process Signal Region Dimuon CR Dielectron CR Single-Muon CR Single-Electron CR
Z(nn) (QCD) 799 ± 72 - - - -
Z(nn) (EW) 275 ± 34 - - - -
Z(``) (QCD) - 90.1 ± 7.9 64.7 ± 5.8 26.8 ± 1.2 4.9 ± 0.2
Z(``) (EW) - 32.7 ± 4.3 25.0 ± 3.4 5.9 ± 0.3 2.4 ± 0.2
W(`n) (QCD) 497 ± 33 0.2 ± 0.2 0.8 ± 0.6 891 ± 31 533 ± 21
W(`n) (EW) 145 ± 11 0.1 ± 0.1 - 416 ± 16 260 ± 11
Top-quark 43.7 ± 9.8 5.3 ± 1.6 3.7 ± 1.1 126 ± 22 83.1 ± 15.4
Dibosons 19.9 ± 6.1 2.6 ± 1.3 0.9 ± 0.5 23.5 ± 4.9 16.1 ± 4.1
Others 3.3 ± 2.6 - - 25.6 ± 20.7 2.9 ± 2.9
Total Bkg. 1784 ± 97 131 ± 8 95.2 ± 5.9 1515 ± 34 902 ± 24
Data 2053 114 104 1512 914
Signal mH = 125 GeV 851 ± 148 - - - -

where sB̂(H ! inv) represents the value of the signal strength that maximises the likelihood
L for the data, while q̂ and q̂a denote the best fit estimates for the nuisance parameters and the
estimates for a given fixed value of sB(H ! inv)/sSM, respectively.
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Figure 7: On the left, observed and expected 95% CL upper limits on sB(H ! inv)/sSM for
both individual categories targeting qqH, Z(``)H, V(qq

0)H and ggH production model, as well
as their combination, assuming a SM Higgs boson with a mass of 125 GeV. On the right, profile
likelihood ratios as a function of B(H ! inv). The solid curves represent the observations in
data, while the dashed lines represent the expected result assuming the absence of any signal.
The observed and expected likelihood scans are reported for the full combination, as well as
for the individual qqH, Z(``)H, V(qq

0)H and ggH tagged analyses.

interaction between a DM particle and atomic nuclei, which may be mediated by the exchange
of a Higgs boson, producing nuclear recoil signatures that can be interpreted in terms of the
DM-nucleon scattering cross section. The sensitivity of these experiments depends mainly on
the DM particle mass (mc). If mc is smaller than half of the Higgs boson mass, the Higgs boson
invisible width (Ginv) can be translated, within an effective field theory approach, into a spin-
independent DM-nucleon elastic scattering cross section, as outlined in Ref. [9]. This translation
is performed assuming that the DM candidate is either a scalar or a fermion; the dimensionless
nuclear form-factor fN is assumed to be equal to 0.326 [66]. The conversion from B(H ! inv)
to Ginv uses the relation B(H ! inv) = Ginv/(GSM + Ginv), where GSM is set to 4.07 MeV. Fig-
ure 8 (right) shows the 90% CL upper limits on the spin-independent DM-nucleon scattering
cross section as a function of mc, for both the scalar and the fermion DM scenarios. These limits
are computed at 90% CL so that they can be compared with those from direct detection exper-
iments such as LUX [67], PandaX-II [68], CDMSlite [69] and CRESST-II [70], which provide
the strongest constraints in the mc range probed by this search. In the context of Higgs-portal
models, the result presented in this letter provides the most stringent limits for mc smaller than
20 or 7 GeV, assuming a fermion or a scalar DM candidate, respectively.

9 Summary

A search for invisible decays of the Higgs boson is presented using 13 TeV proton-proton colli-
sion data, collected by the CMS experiment in 2016 and corresponding to an integrated lumi-
nosity of 35.9 fb�1. The search targets events in which the Higgs boson is produced through
vector boson fusion (VBF). The data are found to be consistent with the predicted standard
model (SM) backgrounds. An observed (expected) upper limit of 0.28 (0.21) is set, at 95%
confidence level (CL), on the invisible branching fraction, B(H ! inv), of the 125 GeV Higgs

B(H → inv.) < 0.28 (0.21) @ 95% CL

CMS PAS HIG-17-023

B(H → inv.) < 0.24 (0.18) @ 95% CL, comb.
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Z+b(b) Story
✦ Associated production of Z with one or two b jets have been measured to a high 

precision
✦ 5FS LO+PS and NLO+PS predictions generally reproduce inclusive data, although 

differential distributions exhibit certain shape difference
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Figure 10: Differential fiducial cross section for Z(2b) production as a function of the subleading
b jet pT, compared with the MADGRAPH 5FS, MADGRAPH 4FS, MADGRAPH5 aMC@NLO,
and POWHEG MINLO theoretical predictions (shaded bands), normalized to the theoretical cross
sections described in the text. For each data point the statistical and the total (sum in quadrature
of statistical and systematic) uncertainties are represented by the double error bar. The width
of the shaded bands represents the uncertainty in the theoretical predictions, and, for NLO
calculations, theoretical systematic uncertainties are added in the ratio plots with the inner
darker area representing the statistical component only.
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Figure 11: Differential fiducial cross section for Z(2b) production as a function of the Z boson
pT, compared with the MADGRAPH 5FS, MADGRAPH 4FS, MADGRAPH5 aMC@NLO, and
POWHEG MINLO theoretical predictions (shaded bands), normalized to the theoretical cross
sections described in the text. For each data point the statistical and the total (sum in quadrature
of statistical and systematic) uncertainties are represented by the double error bar. The width
of the shaded bands represents the uncertainty in the theoretical predictions, and, for NLO
calculations, theoretical systematic uncertainties are added in the ratio plots with the inner
darker area representing the statistical component only.
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Figure 6: Differential fiducial cross section for Z(1b) production as a function of the Z boson pT
(left), and the cross section ratio for Z(1b) and Z+jets production as a function of the Z boson
pT (right), compared with the MADGRAPH 5FS, MADGRAPH 4FS, MADGRAPH5 aMC@NLO,
and POWHEG MINLO theoretical predictions (shaded bands), normalized to the theoretical cross
sections described in the text. For each data point the statistical and the total (sum in quadrature
of statistical and systematic) uncertainties are represented by the double error bar. The width
of the shaded bands represents the uncertainty in the theoretical predictions, and, for NLO
calculations, theoretical systematic uncertainties are added in the ratio plots with the inner
darker area representing the statistical component only.
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What about W+b(b)
✦ Here the data are inconclusive, as only an inclusive 

measurement exists, with ~20% precision

�20

10 7 Results

The MCFM 7.0 and four-flavour MADGRAPH predictions do not take into account W+bb pro-
duction where the bb system is produced in a different partonic level interaction than the
one which produced the W boson, albeit in the same collision. Simulations of MADGRAPH
+ PYTHIA events that include double parton interactions (DPI) reproduce the W+jets data [56].
Therefore a MADGRAPH + PYTHIA 8 sample of a W boson produced in association with a bb
pair coming from DPI is generated to study the effect on the fiducial cross section. Using this
dedicated sample, an additive correction sDPI is estimated to be 0.06 ± 0.06 pb, where the un-
certainty is conservatively assigned to be 100% of the value.

The resulting cross section predictions in the fiducial phase space at the hadron level, including
the estimated hadronization and DPI corrections as needed, are compared in Fig. 3 with the
measured value. Within one standard deviation the predictions agree with the measured cross
section.

) [pb]b)+bν(W(lσ
0 0.5 1

 (8 TeV)-119.8 fbCMS

Total uncertainty
PDF uncertainty
DPI uncertainty

 CMS
 0.10 (syst)± 0.03 (stat) ±0.64 

 0.02 (lumi) pb± 0.06 (theo) ±

MCFM (x Hadronization)
  pb  DPI  0.06±  PDF  0.02±0.51 

MadGraph5 + Pythia6 5F
  pb  PDF  0.03±0.51 

MadGraph5 + Pythia6 4F
  pb  DPI  0.06±  PDF  0.02±0.49 

MadGraph5 + Pythia8 4F
  pb  DPI  0.06±  PDF  0.03±0.50 

Figure 3: Comparison between the measured W(`n)+bb cross section and various QCD pre-
dictions. The orange band indicates the uncertainty in the given sample associated with PDF
choice and the yellow band represents the uncertainty associated with DPI. The labels 4F and
5F refer to the four- and five-flavour PDF schemes. In the case of the MADGRAPH + PYTHIA 6
(5F) sample, the effects of DPI are already included in the generated samples so the DPI correc-
tion is not needed. The measured cross section is also shown with the total uncertainty in black
and the luminosity, statistical, theoretical, and systematic uncertainties indicated.

CMS arXiv:1608.07561
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V+b(b) as VH(bb) Background
✦ However, in certain regions of the phase space, in particularly at 

high boson boost, typical for VH(bb) searches, the agreement is 
not good
๏ It's clearly getting worse with increasing pT(V)

✦ W+b(b) seems to follow the same trend
✦ Better theoretical understanding of this regime would be very 

useful

�21

Table 10: Factors applied to the nominal normalisations of the tt, W + HF and Z + HF backgrounds, as obtained
from the global fit to the 13 TeV data for the nominal multivariate analysis, used to extract the Higgs boson signal.
The errors include the statistical and systematic uncertainties.

Process Normalisation factor
tt 0- and 1-lepton 0.90 ± 0.08
tt 2-lepton 2-jet 0.97 ± 0.09
tt 2-lepton 3-jet 1.04 ± 0.06
W + HF 2-jet 1.22 ± 0.14
W + HF 3-jet 1.27 ± 0.14
Z + HF 2-jet 1.30 ± 0.10
Z + HF 3-jet 1.22 ± 0.09

The test statistic qµ is constructed from the profile likelihood ratio

qµ = �2 ln⇤µ with ⇤µ = L(µ, ˆ̂✓µ)/L(µ̂, ✓̂),

where µ̂ and ✓̂ are the parameters that maximise the likelihood, and ˆ̂✓µ are the nuisance parameter values
that maximise the likelihood for a given µ. To measure the compatibility of the background-only hypo-
thesis with the observed data, the test statistic used is q0 = �2 ln⇤0. The results are presented in terms
of the probability p0 of the background-only hypothesis, and the best-fit signal strength value µ̂ with its
associated uncertainty �µ. The fitted µ̂ value is obtained by maximising the likelihood function with
respect to all parameters. The uncertainty �µ is obtained from the variation of qµ by one unit. Expected
results are obtained in the same way as the observed results by replacing the data in each input bin by the
prediction from simulation with all NPs set to their best-fit values, as obtained from the fit to the data,
except for the signal strength parameter, which is kept at its nominal value.

The data have su�cient statistical power to constrain the largest background normalisation NPs, which
are left free to be determined in the fit without having priors. This applies to the tt, W + HF and Z + HF
processes. The corresponding normalisation factors expressed with respect to their expected nominal
value and resulting from the global fit to the 13 TeV data, are shown in Table 10. As stated in Section 7, the
tt background is normalised independently for the 2-lepton channel and for the 0- and 1-lepton channels.
In the 2-lepton channel, the tt background is almost entirely due to events in which both top quarks decay
into (W ! `⌫)b (dileptonic decays) with all final-state objects detected (apart from the neutrinos). In
the 0- and 1-lepton channels, it is in part due to dileptonic decays with one or two of the leptons (often
a ⌧-lepton) undetected, and in part due to cases where one of the top quarks decays into (W ! qq0)b
(semileptonic decays) with at least one undetected light- or c-quark jet. Furthermore, the pV

T range probed
is di↵erent in the 0- and 1-lepton channels: pV

T > 150 GeV in contrast to pV
T > 75 GeV in the 2-lepton

channel. For the Z + HF and W + HF backgrounds, the data have enough statistical power to constrain
the normalisations in the 2-jet and in the 3-jet categories independently. The normalisation factors for
these backgrounds can deviate significantly from one due to the large theoretical uncertainty in the cross-
sections of the contributing processes.

The systematic uncertainties are encoded in variations of the nominal BDTVH or mbb templates, and
of the nominal yields across analysis categories, for each up-and-down (±1�) variation. The limited
size of the MC samples for some simulated background processes in some regions can cause large local
fluctuations in templates of systematic variations. When the impact of a systematic variation translates

27

12

Table 6: Data/MC scale factors for each of the main background processes in each channel,
as obtained from the combined signal-extraction fit to control and signal region distributions
described in Section 7. Electron and muon samples in the 1- and 2-lepton channels are fit
simultaneously to determine average scale factors. The same scale factors for W+jets processes
are used for the 0- and 1-lepton channels.

Process 0-lepton 1-lepton 2-lepton low-pT(V) 2-lepton high-pT(V)
W0b 1.14 ± 0.07 1.14 ± 0.07 — —
W1b 1.66 ± 0.12 1.66 ± 0.12 — —
W2b 1.49 ± 0.12 1.49 ± 0.12 — —
Z0b 1.03 ± 0.07 — 1.01 ± 0.06 1.02 ± 0.06
Z1b 1.28 ± 0.17 — 0.98 ± 0.06 1.02 ± 0.11
Z2b 1.61 ± 0.10 — 1.09 ± 0.07 1.28 ± 0.09
tt 0.78 ± 0.05 0.91 ± 0.03 1.00 ± 0.03 1.04 ± 0.05

that serve to extract the normalization scale factors of the various simulated background sam-
ples when fit to data in conjunction with the BDT distributions in the signal region to search
for a possible VH signal. In this signal-extraction fit, discussed further in Section 7, the shape
and normalization of these distributions are allowed to vary, for each background component,
within the systematic and statistical uncertainties described in Section 6. These uncertainties
are treated as independent nuisance parameters. The simulated samples for the V+jets pro-
cesses are split into independent subprocesses according to the number of MC generator-level
jets (with pT > 20 GeV and |h| < 2.4) containing at least one b hadron. Table 6 lists the scale
factors obtained from the fit. These account not only for possible cross section discrepancies,
but also for potential residual differences in the selection efficiency of the different objects in the
detector. Scale factors obtained from a similar fit to the control regions alone are consistent with
those in Table 6. Given the significantly different event selection criteria, each channel probes
different kinematic and topological features of the same background processes and variations
in the value of the scale factors across channels are to be expected.

Figure 2 shows pT(V) distributions together with examples of distributions for variables in
different control regions and for different channels after the scale factors in Table 6 have been
applied to the corresponding simulated samples. Figure 3 shows examples of CMVAmin and
event BDT distributions, also for different control regions and for different channels, where
not only the scale factors are applied but also the shapes of the distributions are allowed to
vary according to the treatment of systematic uncertainties from all nuisances in the signal-
extraction fit. These BDT distributions are from control regions and do not participate in that
fit. The signal region BDT distributions used in the fit are presented in Section 7.

In inclusive vector boson samples, selected for this analysis, the pT(V) spectrum in data is
observed to be softer than in simulated samples, as expected from higher-order electroweak
corrections to the production processes [89]. The events in all three channels are re-weighted
to account for the electroweak corrections to pT(V). The correction is negligible for low pT(V)
but is sizable at high pT(V), reaching 10% near 400 GeV.

After these corrections, a residual discrepancy in pT(V) between data and simulated samples
is observed in some control regions. In the 0-lepton channel, tt samples are re-weighted as a
function of the generated top quark’s pT according to the observed discrepancies in data and
simulated samples in differential top quark cross section measurements [90]. This re-weighting
resolves the discrepancy in pT(V) in tt control regions. In the 1-lepton channel, additional
corrections are needed for W+jets samples, and corrections are derived from the data in 1-
lepton control regions for these processes: tt, W+udscg, and the sum of W+b, W+bb, and single

CMS arXiv:1709.07497
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V+b(b) as VH(bb) Background
✦ However, in certain regions of the phase space, in particularly at 

high boson boost, typical for VH(bb) searches, the agreement is 
not good
๏ It's clearly getting worse with increasing pT(V)

✦ W+b(b) seems to follow the same trend
✦ Better theoretical understanding of this regime would be very 

useful

�21

Table 10: Factors applied to the nominal normalisations of the tt, W + HF and Z + HF backgrounds, as obtained
from the global fit to the 13 TeV data for the nominal multivariate analysis, used to extract the Higgs boson signal.
The errors include the statistical and systematic uncertainties.

Process Normalisation factor
tt 0- and 1-lepton 0.90 ± 0.08
tt 2-lepton 2-jet 0.97 ± 0.09
tt 2-lepton 3-jet 1.04 ± 0.06
W + HF 2-jet 1.22 ± 0.14
W + HF 3-jet 1.27 ± 0.14
Z + HF 2-jet 1.30 ± 0.10
Z + HF 3-jet 1.22 ± 0.09

The test statistic qµ is constructed from the profile likelihood ratio

qµ = �2 ln⇤µ with ⇤µ = L(µ, ˆ̂✓µ)/L(µ̂, ✓̂),

where µ̂ and ✓̂ are the parameters that maximise the likelihood, and ˆ̂✓µ are the nuisance parameter values
that maximise the likelihood for a given µ. To measure the compatibility of the background-only hypo-
thesis with the observed data, the test statistic used is q0 = �2 ln⇤0. The results are presented in terms
of the probability p0 of the background-only hypothesis, and the best-fit signal strength value µ̂ with its
associated uncertainty �µ. The fitted µ̂ value is obtained by maximising the likelihood function with
respect to all parameters. The uncertainty �µ is obtained from the variation of qµ by one unit. Expected
results are obtained in the same way as the observed results by replacing the data in each input bin by the
prediction from simulation with all NPs set to their best-fit values, as obtained from the fit to the data,
except for the signal strength parameter, which is kept at its nominal value.

The data have su�cient statistical power to constrain the largest background normalisation NPs, which
are left free to be determined in the fit without having priors. This applies to the tt, W + HF and Z + HF
processes. The corresponding normalisation factors expressed with respect to their expected nominal
value and resulting from the global fit to the 13 TeV data, are shown in Table 10. As stated in Section 7, the
tt background is normalised independently for the 2-lepton channel and for the 0- and 1-lepton channels.
In the 2-lepton channel, the tt background is almost entirely due to events in which both top quarks decay
into (W ! `⌫)b (dileptonic decays) with all final-state objects detected (apart from the neutrinos). In
the 0- and 1-lepton channels, it is in part due to dileptonic decays with one or two of the leptons (often
a ⌧-lepton) undetected, and in part due to cases where one of the top quarks decays into (W ! qq0)b
(semileptonic decays) with at least one undetected light- or c-quark jet. Furthermore, the pV

T range probed
is di↵erent in the 0- and 1-lepton channels: pV

T > 150 GeV in contrast to pV
T > 75 GeV in the 2-lepton

channel. For the Z + HF and W + HF backgrounds, the data have enough statistical power to constrain
the normalisations in the 2-jet and in the 3-jet categories independently. The normalisation factors for
these backgrounds can deviate significantly from one due to the large theoretical uncertainty in the cross-
sections of the contributing processes.

The systematic uncertainties are encoded in variations of the nominal BDTVH or mbb templates, and
of the nominal yields across analysis categories, for each up-and-down (±1�) variation. The limited
size of the MC samples for some simulated background processes in some regions can cause large local
fluctuations in templates of systematic variations. When the impact of a systematic variation translates

27
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Table 6: Data/MC scale factors for each of the main background processes in each channel,
as obtained from the combined signal-extraction fit to control and signal region distributions
described in Section 7. Electron and muon samples in the 1- and 2-lepton channels are fit
simultaneously to determine average scale factors. The same scale factors for W+jets processes
are used for the 0- and 1-lepton channels.

Process 0-lepton 1-lepton 2-lepton low-pT(V) 2-lepton high-pT(V)
W0b 1.14 ± 0.07 1.14 ± 0.07 — —
W1b 1.66 ± 0.12 1.66 ± 0.12 — —
W2b 1.49 ± 0.12 1.49 ± 0.12 — —
Z0b 1.03 ± 0.07 — 1.01 ± 0.06 1.02 ± 0.06
Z1b 1.28 ± 0.17 — 0.98 ± 0.06 1.02 ± 0.11
Z2b 1.61 ± 0.10 — 1.09 ± 0.07 1.28 ± 0.09
tt 0.78 ± 0.05 0.91 ± 0.03 1.00 ± 0.03 1.04 ± 0.05

that serve to extract the normalization scale factors of the various simulated background sam-
ples when fit to data in conjunction with the BDT distributions in the signal region to search
for a possible VH signal. In this signal-extraction fit, discussed further in Section 7, the shape
and normalization of these distributions are allowed to vary, for each background component,
within the systematic and statistical uncertainties described in Section 6. These uncertainties
are treated as independent nuisance parameters. The simulated samples for the V+jets pro-
cesses are split into independent subprocesses according to the number of MC generator-level
jets (with pT > 20 GeV and |h| < 2.4) containing at least one b hadron. Table 6 lists the scale
factors obtained from the fit. These account not only for possible cross section discrepancies,
but also for potential residual differences in the selection efficiency of the different objects in the
detector. Scale factors obtained from a similar fit to the control regions alone are consistent with
those in Table 6. Given the significantly different event selection criteria, each channel probes
different kinematic and topological features of the same background processes and variations
in the value of the scale factors across channels are to be expected.

Figure 2 shows pT(V) distributions together with examples of distributions for variables in
different control regions and for different channels after the scale factors in Table 6 have been
applied to the corresponding simulated samples. Figure 3 shows examples of CMVAmin and
event BDT distributions, also for different control regions and for different channels, where
not only the scale factors are applied but also the shapes of the distributions are allowed to
vary according to the treatment of systematic uncertainties from all nuisances in the signal-
extraction fit. These BDT distributions are from control regions and do not participate in that
fit. The signal region BDT distributions used in the fit are presented in Section 7.

In inclusive vector boson samples, selected for this analysis, the pT(V) spectrum in data is
observed to be softer than in simulated samples, as expected from higher-order electroweak
corrections to the production processes [89]. The events in all three channels are re-weighted
to account for the electroweak corrections to pT(V). The correction is negligible for low pT(V)
but is sizable at high pT(V), reaching 10% near 400 GeV.

After these corrections, a residual discrepancy in pT(V) between data and simulated samples
is observed in some control regions. In the 0-lepton channel, tt samples are re-weighted as a
function of the generated top quark’s pT according to the observed discrepancies in data and
simulated samples in differential top quark cross section measurements [90]. This re-weighting
resolves the discrepancy in pT(V) in tt control regions. In the 1-lepton channel, additional
corrections are needed for W+jets samples, and corrections are derived from the data in 1-
lepton control regions for these processes: tt, W+udscg, and the sum of W+b, W+bb, and single

CMS arXiv:1709.07497

ATLAS arXiv:1708.03299
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WW Cross Section (2014)
✦ Not a new subject, but illustrative as to the 

importance of precise theory predictions
✦ In 2012-2014, a ~2σ excess of WW production cross 

section w.r.t. NLO predictions was consistently 
observed by ATLAS and CMS at 7 and 8 TeV

�23

 [pb]WW
totσ

50 60 70 80 90 100

 tot.)± stat. ±Data (
 pb -5.0

+5.6I 1.2 ±71.4 
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Stat+syst

SM WW
 total error)± PDF ± (

CT10

MSTW2008
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Ambulance Chasing
✦ Not much of an excess, but it triggered a round of ambulance 

chasing with proposals to explain it via light top squarks, 
charginos, sleptons, etc.
๏ Curtin, Meade, Tien, arXiv:1406.0848
๏ Kim, Rolbiecki, Sakurrai, Tattersall, arXiv:1406.0858
๏ Luo, Luo, Xu, Zhu, arXiv:1407.4912
๏ ...

�24

Figure 3. The distribution of �2 lnL as a function of the masses of the stop, mt̃1 , and lightest
neutralino, m�̃0

1
. All of the signal regions given in the W+W� measurements, di-lepton and tri-

lepton searches, table 1 are included in the fit. Also shown are the 95% CLs exclusion lines given
by the dedicated Atlas di-lepton [25], tri-lepton [24] and stop [28] searches.

fluctuation, one would expect the point to be ruled out in the forthcoming Lhc run at

14 TeV. The breakdown of signal regions with significant contributions from our model

point is given in table 3 of appendix A.

Finally we also note that at the best fit point our model has a mass di↵erence m�̃±
1
,�̃0

2

�
m�̃0

1

⇠ 50 GeV. Consequently, our model contributes negligibly to W±Z0 measurements

since the invariant mass of the leptons produced in the �̃0
2 decay lies outside the normal

mass window defined for the Z0.

4.3 Combined analysis

One should already notice that the best-fit points for both t̃1t̃⇤1 production and �̃±
1 �̃

0
2

production lie very close and well within the 1-� regions. We therefore perform a combined

fit again as a function of mt̃1 and m�̃0

1

whilst keeping the mass splitting mt̃1 �m�̃±
1
,�̃0

2

=

7 GeV.
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Figure 4. (a) The distribution of cos ✓⇤`` for leptons produced from SM W+W� and tt̄ events,
and from t̃1t̃⇤1 events for our best fit point. (b) The significance of distinguishing the SM-only and
SM+t̃1t̃⇤1 case as a function of an integrated luminosity using the asymmetry eq. (5.3). The red
curve shows the significance with the cut eq. (5.2), while the black curve without the

p
ŝmin cut.

the mass of the higgsinos. In our model we chose the bino to be lightest SUSY particle

and the wino to be close in mass to the stop. However, we believe either of these states

could be replaced by higgsinos and the fit would proceed with a similar result. Another

possibility is that the higgsinos could lie just above the stop mass and in this case they

would have no e↵ect on the phenomenology presented here.

In this study we chose what we think is one of the simplest SUSY model in order

to explain the current Lhc excesses by only varying the stop and LSP mass. In doing

so, we took the ‘canonical’ choice of a bino LSP and wino NLSP and a primarily right-

handed stop to avoid any possible constraints from Higgs data or electroweak precision

tests [59, 60]. We anticipate that this simple choice may attract criticism since it will

not predict the correct dark matter relic density. However, we believe that there are two

trivial solutions to this problem that will only minimally alter the Lhc phenomenology.

Firstly, by allowing a generic mixing of the parameters of the neutralino and chargino mass

matrix, a ‘well tempered’ LSP [61] can be achieved. Secondly, introducing an extra particle

that lies close in mass to the LSP (for example a NMSSM singlino [62] or a right-handed

slepton) can lead to e↵ective co-annihilation [63, 64].

In addition, one can also question whether the outstanding problem of the anomalous

magnetic moment of the muon could be addressed. Essentially, we would require light

sleptons in the vicinity of the current best-fit point. Simply by placing their mass above

the chargino they would clearly have a non-negligible impact on the branching ratios of

chargino. One of the consequences could be shifting the preferred chargino mass higher

since with the enhanced leptonic branching ratio the lower cross section would su�ce

reproduce the current excess. If lighter, they could also play a role in enhancing annihilation

cross section of the LSP and also decays of charginos via an intermediate slepton.

– 14 –

Importance of differential distributions
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More Sober Approaches
✦ To their credit, not everyone left after the ambulance
✦ More sober proposed explanations for the observed 

excess included:
๏ Jaiswall, Okui, arXiv:1407.4537 - large  

logs due to the effects of b-jet veto used  
to suppress the dominant tt background

! Related work by Becher et al.,  
arXiv:1412.8408

๏ Monni, Zanderighi, arXiv:1410.4745 - 
noticed that fiducial cross section agrees 
well with theory; suggested that the  
discrepancy originates from extrapolation  
to the full phase space, where K-factors 
could be large (cf. amplitude zero in WW)
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p
s = 7 TeV

R = 0.4 R = 0.5

pveto
T

= 25 GeV pveto
T

= 30 GeV

ATLAS

�veto

WW [pb]
37.9+3.8%+5.0%+3.8%

�3.8%�5.0%�3.8% �

CMS

�veto

WW [pb]
� 41.5+3.8%+7.2%+2.3%

�3.8%�7.2%�2.3%

Theory

�veto

WW [pb]
37.4+3.8%

�3.0% 39.0+2.4%
�2.3%

Theory

�veto

h!WW [pb]
2.1+13.5%

�11.4% 2.3+11.5%
�10.6%

30

35

40

45

�
ve

to
W

W
[p

b]

p
s = 7 TeV

pveto
T = 25 GeV

R = 0.4
pveto

T = 30 GeV
R = 0.5

Theory
(WW only) ATLAS CMS

p
s = 8 TeV

R = 0.4 R = 0.5

pveto
T

= 25 GeV pveto
T

= 30 GeV

ATLAS

�veto

WW [pb]
48.1+1.7%+6.2%+3.1%

�1.7%�5.2%�2.9% �

CMS

�veto

WW [pb]
� 54.2+4.0%+6.5%+4.4%

�4.0%�6.5%�4.4%

Theory

�veto

WW [pb]
44.7+3.5%

�2.8% 46.6+2.2%
�2.1%

Theory

�veto

h!WW [pb]
2.6+13.3%

�11.7% 2.9+11.5%
�11.5% 35

40

45

50

55

60

�
ve

to
W

W
[p

b]

p
s = 8 TeV

pveto
T = 25 GeV

R = 0.4
pveto

T = 30 GeV
R = 0.5

Theory
(WW only) ATLAS CMS

Table 2: Comparison of our theory predictions for jet-veto cross-section with those measured by the

ATLAS and CMS experiments at
p
s = 7- and 8-TeV LHC runs. The Higgs jet-veto cross-sections

are taken from [43]. As in the rest of the paper, the scale uncertainties in the theory predictions

here correspond to the standard convention of varying µh and µf by a factor of 2 above and below

M and pveto
T

, respectively. It should be noted that they may be somewhat smaller than the theory

uncertainties estimated from comparing the NLL to NNLL calculations in Fig. 2a and Fig. 2b.

39

arXiv:1407.4537
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NNLO To Rescue
✦ Soon, the puzzle 

was resolved via full 
NNLO calculations 
by Gehrmann et al., 
arXiv:1408.5243

✦ They showed that 
NNLO effects are 
significant (O(10%)) 
and largely cure the 
discrepancy with the 
experimental data

�26

3

√
s

TeV σLO σNLO σNNLO σgg→H→WW∗

7 29.52+1.6%
−2.5% 45.16+3.7%

−2.9% 49.04+2.1%
−1.8% 3.25+7.1%

−7.8%

8 35.50+2.4%
−3.5% 54.77+3.7%

−2.9% 59.84+2.2%
−1.9% 4.14+7.2%

−7.8%

13 67.16+5.5%
−6.7% 106.0+4.1%

−3.2% 118.7+2.5%
−2.2% 9.44+7.4%

−7.9%

14 73.74+5.9%
−7.2% 116.7+4.1%

−3.3% 131.3+2.6%
−2.2% 10.64+7.5%

−8.0%

TABLE I. LO, NLO and NNLO cross sections (in picobarn)
for on-shell W+W− production in the 4FNS and reference
results for gg → H → WW ∗ from Ref. [75].

decrease when moving from LO to NLO and NNLO.
Moreover, the NNLO (NLO) corrections turn out to ex-
ceed the scale uncertainty of the NLO (LO) predictions
by up to a factor 3 (34). The fact that LO and NLO
scale variations underestimate higher-order effects can be
attributed to the fact that the gluon–quark and gluon–
gluon induced partonic channels, which yield a sizable
contribution to the W+W− cross section, appear only
beyond LO and NLO, respectively. The NNLO is the
first order at which all partonic channels are contribut-
ing. The NNLO scale dependence, which amounts to
about 3%, can thus be considered a realistic estimate of
the theoretical uncertainty due to missing higher-order
effects.

In Figure 1, theoretical predictions in the 4FNS are
compared to CMS and ATLAS measurements at 7 and
8 TeV [5–8]. For a consistent comparison, our results
for on-shell W+W− production are combined with the
gg → H → WW ∗ cross sections reported in Table I.
It turns out that the inclusion of the NNLO corrections
leads to an excellent description of the data at 7 TeV and
decreases the significance of the observed excess at 8 TeV.
In the lower frame of Figure 1, predictions and scale vari-
ations at NNLO are compared to NLO ones, and also the
individual contribution of the gg → W+W− channel is
shown. Using NNLO parton distributions throughout,
the loop induced gluon fusion contribution is only about
35% of the total NNLO correction.

In the light of the small scale dependence of the 4FNS
NNLO cross section, the ambiguities associated with the
definition of a top-free W+W− cross section and its sen-
sitivity to the choice of the FNS might represent a sig-
nificant source of theoretical uncertainty at NNLO. In
particular, the omission of b-quark emissions in our 4FNS
definition of the W+W− cross section implies potentially
large logarithms of mb in the transition from the 4FNS
to the 5FNS. To quantify this kind of uncertainties, we
study the NNLO W+W− cross section in the 5FNS and
introduce a subtraction of its top contamination that al-
lows for a consistent comparison between the two FNSs.
An optimal definition of W+W− production in the 5FNS
requires maximal suppression of the top resonances in

σ/σNLO

141387

1.15

1.1

1.05

1.00

0.95

CMS
ATLAS

added to all predictions

gg → H → WW∗

σ[pb]

√
s [TeV]

pp → W+W−+X
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80

60

40

20 LONN+gg
NLON+gg
NLO+ggN
NNLO+gg

added to all predictions

gg → H → WW∗

σ[pb]

√
s [TeV]

pp → W+W−+X
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40

20

FIG. 1. The on-shell W+W− cross section in the 4FNS at

LO (dots), NLO (dashes), NLO+gg (dot dashes) and NNLO

(solid) combined with gg → H → WW ∗ is compared to re-

cent ATLAS and CMS measurements [5–8]. In the lower panel

NNLO and NLO+gg results are normalized to NLO predic-

tions. The bands describe scale variations.

the pp → W+W−b and pp → W+W−bb̄ channels. At
the same time, the cancellation of collinear singularities
associated with massless g → bb̄ splittings requires a suf-
ficient level of inclusiveness. The difficulty of fulfilling
both requirements is clearly illustrated in Figure 2 (left),
where 5FNS predictions are plotted versus a b-jet veto
that rejects b-jets with pT,bjet > pvetoT,bjet over the whole
rapidity range, and are compared to 4FNS results. In
the inclusive limit, pvetoT,bjet → ∞, the higher-order correc-
tions in the 5FNS suffer from a huge top contamination.
At 7 (14) TeV the resulting relative enhancement with
respect to the 4FNS amounts to about 30 (60)% at NLO
and a factor 4 (8) at NNLO. In principle, it can be sup-
pressed through the b-jet veto. However, for natural jet
veto values around 30 GeV the top contamination re-
mains larger than 10% of the W+W− cross section, and
a complete suppression of the top contributions requires
a veto of the order of 1 GeV. Moreover, as pvetoT,bjet → 0,
the (N)NLO cross section does not approach a constant,
but, starting from pvetoT,bjet ∼ 10 GeV, it displays a loga-
rithmic slope due to singularities associated with initial
state g → bb̄ splittings. This sensitivity to the jet-veto
parameters represents a theoretical ambiguity at the sev-
eral percent level, which is inherent in the definition of
top-free W+W− production based on a b-jet veto.

To circumvent this problem we will adopt an alterna-

arXiv:1408.5243
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Differential Cross Sections
✦ A follow-up paper by largely the same group of authors [Grazzini 

et al., arXiv:1605.02716] showed that NNLO corrections could 
lead to substantial changes in the shape of WW kinematic 
variables

�27

dσ/dpT,WW [fb/GeV] µ+e-νµν‾ e(inclusive)@LHC 13 TeV
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Figure 5: Distribution in the transverse momentum of the W+W� pair. No acceptance cuts are
applied. Absolute predictions and relative corrections as in Figure 4.

the mµ+e�⌫µ⌫̄e distribution. In fact, the �NNLO/�NLO ratio is rather flat, and shape distortions do
not exceed about 5%, apart from the strongly suppressed region far below the 2mW threshold.

The distribution in the transverse momentum of the W+W� pair, shown in Figure 5, vanishes
at LO. Thus, at non-zero transverse momenta NLO (NNLO) results are formally only LO (NLO)
accurate. Moreover, the loop-induced gg channel contributes only at pT,WW = 0. The relative
NNLO corrections are consistent with the results discussed in Ref. [53]: they are large and exceed
the estimated scale uncertainties in the small and intermediate transverse-momentum regions,
while the NLO and NNLO uncertainty bands overlap at large transverse momenta. At very low
pT , the fixed-order NNLO calculation diverges, but NNLL+NNLO resummation [53] can provide
accurate predictions also in that region.

In Figures 6 and 7 the transverse-momentum distributions of the harder W boson, pT,W1 , and
the softer W boson, pT,W2 , are depicted. The first eye-catching feature is the large NLO/LO
correction in case of the harder W boson, which grows with pT and leads to an enhancement
by a factor of five at pT ⇡ 500GeV, whereas such large corrections are absent for the softer W
boson. This feature is due to the fact that the phase-space region with at least one hard W boson
is dominantly populated by events with the NLO jet recoiling against this W boson, while the
other W boson is relatively soft. The LO-like nature of this dominant contribution for moderate
and large values of pT,W1 is reflected by the large NLO scale band. The phase-space region where
the softer W boson has moderate or high transverse momentum as well is naturally dominated
by topologies with the two W bosons recoiling against each other. Such topologies are present
already at LO, and thus do not result in exceptionally large corrections. Both for the leading

14

(a) (b)

Figure 14: Distribution in the pT of the dilepton system. W+W� cuts are applied. Absolute
predictions and relative corrections as in Figure 4.

dσ/dpT
miss [fb/GeV] µ+e-νµν‾ e(WW-cuts)@LHC 13 TeV
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Figure 15: Distribution in the missing transverse momentum. W+W� cuts are applied. Absolute
predictions and relative corrections as in Figure 4.
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arXiv:1605.02716
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After the Dust Settled
✦ Recent measurements are in excellent agreement 

with the NNLO predictions

�28

theoσ / expσProduction Cross Section Ratio:   
0.5 1 1.5 2

CMS PreliminaryJuly 2018

All results at:
http://cern.ch/go/pNj7

γγ  0.12± 0.01 ±1.06 -15.0 fb
(NLO th.), γW  0.13± 0.03 ±1.16 -15.0 fb

(NLO th.), γZ  0.05± 0.01 ±0.98 -15.0 fb
(NLO th.), γZ  0.05± 0.01 ±0.98 -119.5 fb

WW+WZ  0.14± 0.13 ±1.01 -14.9 fb
WW  0.09± 0.04 ±1.07 -14.9 fb
WW  0.08± 0.02 ±1.00 -119.4 fb
WW  0.08± 0.05 ±0.96 -12.3 fb
WZ  0.06± 0.07 ±1.05 -14.9 fb
WZ  0.07± 0.04 ±1.02 -119.6 fb
WZ  0.05± 0.02 ±0.96 -135.9 fb
ZZ  0.07± 0.13 ±0.97 -14.9 fb
ZZ  0.08± 0.06 ±0.97 -119.6 fb
ZZ  0.05± 0.04 ±1.14 -135.9 fb

7 TeV CMS measurement (stat,stat+sys) 
8 TeV CMS measurement (stat,stat+sys) 
13 TeV CMS measurement (stat,stat+sys) 

CMS measurements
 theory(NLO)vs. NNLO 
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Lessons Learned
✦ Insufficient precision of theoretical predictions is a 

fruitful ground for ambulance chasers
✦ The community has long became "trigger-happy" to 

explain any 2σ-ish deviation with new physics
✦ Extrapolation to full phase space is often a 

dangerous step with the uncertainties hard to control
๏ Fiducial cross sections should always be reported by 

the experiments, in addition 
✦ Higher-order calculations could come to rescue
✦ Differential distributions calculated at higher orders 

are of particular importance - we would like to see 
more of those available

�29



Top pT Woes
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Top Quark pT Spectrum
✦ The discrepancy between the NLO predictions and 

the data in top quark pT spectrum in tt production 
have been a long-standing problem

✦ Observed with pretty much all the generator and 
poses a problem for many searches for new physics 
where one has to reweight the pT spectrum to match 
the data, resulting in a ~10% additional uncertainty in 
the background prediction

✦ The agreement is a bit better with NNLO calculations 
(still not perfect!), but we lack NNLO generators 
capable of event generation

✦ Seen consistently at all collision energies in both 
ATLAS and CMS

�31
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Top Quark pT Spectrum
✦ The discrepancy between the NLO predictions and the data in top 

quark pT spectrum in tt production have been a long-standing 
problem

�32
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Figure 11: Absolute (left) and normalized (right) differential cross sections at the parton level as
a function of pT(th) (upper) and pT(t`) (lower). The data are shown as points with light (dark)
bands indicating the statistical (statistical and systematic) uncertainties. The cross sections are
compared to the predictions of POWHEG combined with PYTHIA8 (P8) or HERWIG++ (H++),
the multiparton simulation MG5 aMC@NLO (MG5)+PYTHIA8 FxFx, and the NNLO QCD+NLO
EW calculations. The ratios of the various predictions to the measured cross sections are shown
at the bottom of each panel.
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Figure 13: Absolute (left) and normalized (right) differential cross sections at the particle level
as a function of pT(th) (upper) and pT(t`) (lower). The data are shown as points with light
(dark) bands indicating the statistical (statistical and systematic) uncertainties. The cross sec-
tions are compared to the predictions of POWHEG combined with PYTHIA8 (P8) or HERWIG++
(H++) and the multiparton simulations MG5 aMC@NLO (MG5)+PYTHIA8 FxFx and SHERPA.
The ratios of the various predictions to the measured cross sections are shown at the bottom of
each panel.

Parton level

Particle levelC
M

S 
ar

Xi
v:

18
03

.0
88

56



 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- C

M
S 

Se
ar

ch
es

 m
ee

t T
he

or
y 

- A
M

PH
EP

20
18

NNLO Improvements?
✦ Top quark pT spectrum at parton level vs. NLO+PS 

and NNLO

�33

16

Table 6: The c2/dof and p-values for the comparison of the measured normalized tt differential
cross sections with published perturbative QCD calculations.

Approx. NNLO [62] Approx. N3LO [63] NLO+NNLL’ [65] NNLO [66]
Variable c2/dof p-value c2/dof p-value c2/dof p-value c2/dof p-value

p
t
T 27.9/5 <0.01 43.8/5 <0.01 24.1/5 <0.01 44.8/5 <0.01

y
t 4.2/7 0.76 3.75/7 0.81 3.8/7 0.80

p
tt
T 4.0/4 0.40

y
tt 7.6/7 0.37

M
tt 68.3/5 <0.01 47.6/5 <0.01
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Figure 7: Normalized differential tt cross sections as a function of top quark pT (left) and top
quark rapidity (right), measured at the parton level in the full phase space and combining the
distributions for top quarks and antiquarks. The vertical bars on the data points indicate the
total (combined statistical and systematic) uncertainties, while the hatched band shows the
statistical uncertainty. The measurements are compared to different perturbative QCD calcula-
tions of an approximate NNLO [62], an approximate next-to-NNLO (N3LO) [63], an improved
NLO+NNLL (NLO+NNLL’) [65], and a full NNLO [66]. The lower panel gives the ratio of the
theoretical predictions to the data.
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Top pT Summary
✦ The jury is still out to as what's going on
✦ Given the importance of the tt as background for new 

physics in vast majority of searches, full theoretical 
understanding of the issue is very important

✦ Home-grown reweighting method clearly won't 
suffice for high-precision searches and 
measurements in Run 3 and beyond

✦ A long standing problem, really in a desperate need 
of a proper solution

�34
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Figure 7: The 95% CL upper limits on the Z0 boson production cross section compared to the-
oretical cross sections (left) and on the quark coupling gq0 as a function of resonance mass for
a leptophobic Z0 resonance that only couples to quarks (right). The observed limits (solid),
expected limits (dashed) and their variation at the 1 and 2 standard deviation levels (shaded
bands) are shown. Limits from other relevant searches and an indirect constraint on a potential
Z0 signal from the SM Z boson width [72] are also shown.

The results of this analysis can be used to constrain simplified models of DM. Figure 8 shows
the excluded values at 95% CL of mediator mass (mMed) as a function of the dark matter particle
mass (mDM) for vector mediators, in simplified models that assume a leptophobic mediator that
couples only to quarks and DM particles [38, 73]. Limits are shown for a choice of universal
quark coupling gq = 0.25 and a DM coupling gDM = 1.0. The difference in limits between axial-
vector and vector mediator couplings is small and thus only constraints for the latter coupling
scenario are shown. The excluded range of mediator mass (red) is between 50 and 300 GeV.
The upper bound decreases to 240 GeV when mMed > 2mDM, because the branching fraction
(BR) to qq decreases as the BR to DM becomes kinematically favorable. If mMed < 2mDM, the
mediator cannot decay to DM particles and the dijet cross section from the mediator model
becomes identical to that in the leptophobic Z0 model, meaning that the limits on the mediator
mass in Fig. 8 are identical to the limits on the Z0 mass with a coupling gq0 = gq = 0.25. For
axial-vector mediators, the excluded values of mediator mass are expected to be identical to the
excluded values in Fig. 8 when mDM > mMed/2 or mDM = 0, with differences only expected
in the transition region mMed ' 2mDM. Additional limits (blue) in Fig. 8 come from traditional
dijet searches [35].

7 Summary
A search for a vector resonance (Z0) decaying into a quark-antiquark pair and reconstructed
as a single jet has been presented, using a data set comprising proton-proton collisions atp

s = 13 TeV, corresponding to an integrated luminosity of 35.9 fb�1. Novel substructure tech-
niques are employed to identify a jet containing a Z0 boson candidate over a smoothly falling
soft-drop jet mass distribution in data. No significant excess above the SM prediction is ob-
served, and 95% confidence level upper limits are set on the Z0 boson coupling to quarks, gq0 ,
as a function of the Z0 boson mass. Coupling values of gq0 > 0.25 are excluded over the Z0 mass
range from 50 to 300 GeV, with strong constraints for masses less than 200 GeV. The results
obtained for masses from 50 to 100 GeV represent the first direct limits to be published in this
range. Limits are set on a simplified model of dark matter mediators that only couple to quarks
and dark matter particles, excluding vector mediators with masses between 50 and 300 GeV,
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Figure 6: Soft-drop jet mass distribution for the different pT ranges of the fit from 500 to
1000 GeV. Data are shown as black points. The multijet background prediction, including
uncertainties, is shown by the shaded bands. Contributions from the W and Z boson, and top
quark background processes are shown, scaled up by a factor of 3 for clarity. A hypothetical Z0

boson signal at a mass of 135 GeV is also indicated. In the bottom panel, the ratio of the data
to the background prediction, including uncertainties, is shown. The scale on the x-axis differs
for each pT range due to the kinematic selection on r.
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Trijets/jj𝛄 as a Dijet Proxy
✦ A clever way to look for low-mass dijet 

resonances is to use photon or jet ISR to aid 
triggering and utilize jet substructure 
techniques to reconstruct boosted resonance

✦ Allows to lower the dijet mass reach to 50 GeV, 
as demonstrated with the W/Z peak 
observation in CMS
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H(bb) in Boosted Channel
✦ Could use the same approach to look for H(bb) decays in b-tagged large-cone jet
✦ Currently limited by the trigger; work on specialized triggers is ongoing
✦ First results are very promising: achieved ~1σ sensitivity w/ 2016 data
✦ Ultimately would like to probe the H(gg) decay, which can't be seen otherwise at a 

hadron collider

�37

8 7 Results

7 Results
The estimation of the SM background processes and the extraction of a potential signal from SM
H ! bb are performed simultaneously. The resonant Z signal is used as a standard candle to
simultaneously constrain the systematic uncertainties associated to it and the H boson. Results
are obtained from a combined binned maximum likelihood fit to the mSD distribution in data
in the passing and failing regions of each pT category, and in the tt-enriched control region.
The combined likelihood of the data for a given Higgs signal strength µH and Z signal strength
µZ, L(data|µH, µZ), is given by the product of Poisson likelihoods in each bin multiplied by
external constraints for the nuisance parameters.

Fig. 4 shows the mSD distribution for data and measured SM background contributions in the
passing and failing regions. Contributions from W and Z boson production are clearly visible
in the data.
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Figure 4: Post-fit mSD distributions in data for the pass and fail regions and combined pT cate-
gories by using a polynomial 2nd order in r and 1st order in pT. The features at 166 GeV and
180 GeV in the mSD distribution are due to the kinematic selection on r, which affects each pT
category differently.

The measured Z boson signal strength is µZ = 0.78+0.23
�0.19, which corresponds to an observed

significance of 5.1s with 5.8s expected. This constitutes the first observation of the Z signal
in the single-jet topology, further validating the substructure and b-tagging strategy for the
Higgs boson search in the same topology. The measured cross section of the Z+jets process
is 0.85+0.26

�0.21 pb, which is consistent, within the uncertainty on the measurement, with the SM.
The measured H boson signal strength is µH = 2.3+1.8

�1.6 and includes the corrections to the
pT described in Sec. 3. The observed µH and the theoretical cross-section imply a measured
cross-section of 74+51

�49 fb, which is consistent, within the stated uncertainty, with the SM. The
observed (expected) significance is 1.5s (0.7s).

Tab. 2 summarizes the measured signal strengths and significances for the Higgs and Z boson
processes. In particular, they are also reported for the case the corrections to the Higgs pT spec-
trum are not applied. Fig. 5 shows the profile likelihood test statistic scan in data as function of
the Higgs and Z signal strength parameters (µH, µZ).
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Figure 5: Profile likelihood test statistic �2D logL scan in data as a function of the H signal
strength µH (upper left), Z signal strength µZ (upper right), and both signal strengths (µH, µZ)
(lower).

H H no pT corrections Z
Observed best fit µH = 2.3+1.8

�1.6 µ0
H = 3.2+2.2

�2.0 µZ = 0.78+0.23
�0.19

Expected significance 0.7s (µH = 1) 0.5s (µ0
H = 1) 5.8s (µZ = 1)

Observed significance 1.5s 1.6s 5.1s

Table 2: Fitted signal strength and observed significance of the Higgs and Z signals.
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Generalization: ɸ(bb) Search
✦ Generalize the gg → H(bb)+ISR 

search to an arbitrary (pseudo)scalar 
resonance produced via gluon fusion

✦ Use both R=0.8 (AK) and 1.5 (CA) 
jets to ex mated the mass range to 
higher masses

�38

CMS PAS EXO-17-024

2

masses as low as 50 GeV to be probed. The resonance decay products are merged into a single
wide jet. Two wide jet algorithms are considered: the anti-kT algorithm [12] with radius param-
eter R = 0.8 (AK8), and the Cambridge-Aachen algorithm [13] with radius parameter R = 1.5
(CA15). The CA15 algorithm provides better acceptance at higher masses [14], and is more
sensitive for signal masses above 175 GeV. Two-pronged jet substructure [15] and dedicated b
tagging [16] algorithms are used to distinguish the signal from the QCD background.

2 CMS detector
The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diame-
ter, providing a magnetic field of 3.8 T. A silicon pixel and strip tracker, a lead tungstate crystal
electromagnetic calorimeter, and a brass and scintillator hadron calorimeter, each composed of
a barrel and two endcap sections, reside within the solenoid. Forward calorimeters extend the
pseudorapidity (h) coverage provided by the barrel and endcap detectors. Muons are detected
in gas-ionization chambers embedded in the steel flux-return yoke outside the solenoid.

Events of interest are selected using a two-tiered trigger system [17]. The first level (L1), com-
posed of custom hardware processors, uses information from the calorimeters and muon de-
tectors to select events at a rate of around 100 kHz within a time interval of less than 4 µs. The
second level, known as the high-level trigger (HLT), consists of a farm of processors running a
version of the full event reconstruction software optimized for fast processing, and reduces the
event rate to around 1 kHz before data storage.

A more detailed description of the CMS detector, together with a definition of the coordinate
system used and the relevant kinematic variables, can be found in Ref. [18].

3 Simulated samples
1

F, A

g

q

b

bq

(a)

2

F, A

g

g

b

b

g

(b)

Figure 1: One-loop diagrams of processes exchanging a scalar (F) or pseudoscalar (A) media-
tor, leading to a boosted double b-jet signature.

Simulated samples of signal and background events are produced using various Monte Carlo
(MC) event generators, with the CMS detector response modeled by GEANT4 [19]. The bench-
mark F and A signal events are simulated using the MADGRAPH5 aMC@NLO 2.4.2 genera-
tor [20] for several mass hypotheses in the range 50–500 GeV. Figure 1 shows representative
one-loop diagrams producing a boosted double b jet signature. In accordance with the rec-
ommendations of the LHC Dark Matter Working Group [7, 21], the F and A signal samples
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Figure 4: The observed and fitted background mSD distributions in each pT category for the
AK8 selection in the passing regions. The fit is performed under the background-only hypoth-
esis. The QCD multijet background in the passing region is predicted using the failing region
and the pass-fail ratio Rp/f. The bottom panel shows the difference between the data and the
background prediction, divided by the statistical uncertainty on the data.
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Figure 5: The observed and fitted background mSD distributions in each pT category for the
CA15 selection in the passing regions. The fit is performed under the background-only hy-
pothesis. The QCD multijet background in the passing region is predicted using the failing
region and the pass-fail ratio Rp/f. The bottom panel shows the difference between the data
and the background prediction, divided by the statistical uncertainty on the data.
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ISR Searches: Theory Issues
✦ For reliable signal extraction/limits, it's crucial to understand well the pT 

spectrum of the (pseudo)scalar resonance produced via gluon fusion at 
large pT typical of the ISR searches

✦ Subject of active theoretical investigation now
✦ For the Higgs, the state-of-the-art ggF NLO calculations with resolved 

top quark loop are now available [Kudashkin et al., arXiv:1801.08226; 
Jones et al., arXiv:1802.00349]

✦ Ideally would like to combine NNLO EFT and full NLO with resolved loop
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Figure 2: Transverse momentum distribution of the Higgs boson at the LHC with
p
s=13 TeV. The upper panel

shows absolute predictions at LO and NLO in the full SM and in the infinite top-mass approximation (HEFT). The
lower panel shows respective NLO/LO correction factors. The bands indicate theoretical errors of the full SM result
due to scale variation.

turbative QCD computations remains at the
level of twenty percent, as estimated from the
scale variation. Such an uncertainty is typical
for NLO QCD theoretical description of many
observables related to Higgs boson production
in gluon fusion.

Another source of uncertainties is related
to the choice of the renormalization-scheme of
the top mass. Since the amplitude is propor-
tional to the squared top mass, the di↵eren-
tial cross section scales as the fourth power
d� ⇠ m

4
t , if we neglect suppressed terms in

m
2
t /p

2
? and the logarithms of m

2
t /p

2
?. At LO

in perturbation theory, a di↵erent choice of the
top-mass scheme corresponds to changing nu-
merically the input value of the top mass. If
we choose instead the MS top mass value9 of
m

MS
t (p? ⇡ 400 GeV) ⇡ 157 GeV, we would

find a decrease of the LO cross section by about
d�

MS
LO/d�

pole
LO ⇠ (157/173)4 ⇠ 0.68. At NLO

one needs to additionally take into account the

9We calculated this value using the program RunDec

[31] with the input value m
MS

t (mMS

t ) = 166 GeV.

↵s corrections that relate the on-shell and MS
top mass values. These corrections will com-
pensate the numerical change caused by chang-
ing mt = m

MS
t to mt = m

pole
t

in the NLO
amplitudes and as a result the scheme depen-
dence at NLO is reduced. Thus, we expect the
scheme dependence at NLO to be subleading
with respect to the scale uncertainties.

Further improvements in theory predictions
are only possible if the proximity of the HEFT
and SM K-factors is taken seriously and pos-
tulated to occur even at higher orders. In this
case, one will have to re-weight the existing
HEFT H + j computations [5, 6, 7] with the
exact leading order cross section for producing
the Higgs boson with high p?. In fact, such a
reweighting can now be also performed at the
NLO level.

4. Conclusions

We presented the NLO QCD corrections to
the Higgs boson transverse momentum distri-
bution at very large p? values. To compute

7

3

where the sum runs over all final state partons i. This
scale is known to give a good convergence of the pertur-
bative expansion and stable di↵erential K-factors (ratio
of NLO to LO predictions) in the e↵ective theory [68].
To estimate the theoretical uncertainty we vary indepen-
dently µF and µR by factors of 0.5 and 2, and exclude
the opposite variations. The total uncertainty is taken
to be the envelope of this 7-point variation.

To better highlight the di↵erences arising from the two-
loop massive contributions, we compare the new results
with full top-quark mass dependence, which we label as
“full theory result” or simply “full” in the following, to
two di↵erent approximations. In addition to predictions
in the e↵ective theory, which are referred to as HEFT in
the following, we show results in which everything but
the virtual amplitudes is computed with full top-quark
mass dependence. In this latter case only the virtual
contribution is computed in the e↵ective field theory and
reweighted by the full theory Born amplitude for each
phase space point. Following Ref. [69] we call this predic-
tion “approximated full theory” and label it as FTapprox

from now on.
We start by presenting the total cross sections, which

are reported in Table I. For comparison we present results
also for the HEFT and FTapprox approximations.

Theory LO [pb] NLO [pb]

HEFT: �LO = 8.22+3.17
�2.15 �NLO = 14.63+3.30

�2.54

FTapprox: �LO = 8.57+3.31
�2.24 �NLO = 15.07+2.89

�2.54

Full: �LO = 8.57+3.31
�2.24 �NLO = 16.01+1.59

�3.73

Table I. Total cross sections at LO and NLO in the HEFT and
FTapprox approximations and with full top-quark mass depen-
dence. The upper and lower values due to scale variation are
also shown. More details can be found in the text.

Together with the prediction obtained with the central
scale defined according to Eq. (1) we show the upper and
lower values obtained by varying the scales. While at LO
the top-quark mass e↵ects lead to an increase of 4.3%, at
NLO this increase is of the order of 9% compared to the
HEFT approximation, and there is an increase of about
6% in the total NLO cross section when comparing the
FTapprox result with the full theory one. It is important
to keep in mind that when taking into account massive
bottom-quark loop contributions, the interference e↵ects
are sizable and cancel to a large extent the increase in the
total cross section observed here between the HEFT and
the full theory results (see e.g. the results in Ref. [13]).
Note, however, that the bottom-quark mass e↵ects at
LO are of the order of 2% or smaller above the top quark
threshold.

Considering more di↵erential observables, it is well
known that very significant e↵ects due to resolving the
top-quark loop are displayed by the Higgs boson trans-
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Figure 1. Higgs boson transverse momentum spectrum at LO
and NLO in QCD in HEFT and with full top-quark mass de-
pendence. The upper panel shows the di↵erential cross sec-
tions, in the middle panel we normalize all distributions to
the LO HEFT prediction and in the lower panel we show the
di↵erential K-factors for both the HEFT and the full theory
distributions. More details can be found in the text.

verse momentum distribution, which is softened for larger
values of pt,H by the full top-quark mass dependence. By
considering the high energy limit of a point-like gluon-
gluon Higgs interaction and one mediated via a quark
loop it is possible to derive the scaling of the squared
transverse momentum distribution d�/dp

2

t,H [70, 71],
which drops as (p2t,H)

�1 in the e↵ective theory, and goes
instead as (p2t,H)

�2 in the full theory. This fact was shown
to hold numerically at LO for up to three jets in Ref. [13].
It is interesting to verify this also after NLO QCD cor-
rections are applied. To do so, in Figure 1 we show the
transverse momentum spectrum of the Higgs boson at
LO and NLO in the HEFT approximation and with the
full top-quark mass dependence.

In the upper panel we display each di↵erential distri-
bution with the theory uncertainty band originating from
scale variation. To highlight the di↵erent scaling in pt,H,
in the middle panel we normalize all the distributions to
the LO curve in the e↵ective theory. It is thus possible
to see that for low transverse momenta the full theory
predictions overshoot slightly the e↵ective theory ones.
For pt,H > 200 GeV the two predictions start deviating
more substantially. At LO the two uncertainty bands do
not overlap any more above 400 GeV, whereas at NLO
this happens already around 340 GeV due to reduction of
the uncertainty at this order. The logarithmic scale also
allows to see that the relative scaling behavior within
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ISR: Theory Issues (cont'd) 
✦ VBF production is a significant (30-50%) contribution at 

large Higgs boson pT
๏ Recently calculated at NNLO fully differentially [Cacciari et 

al., arXiv:1506.02660; Cruz-Martinez et al., arXiv:
1802.02445] and approximate N3LO [Dreyer/Karlberg, arXiv:
1606.00840]

๏ Cross section for pT(H) > 450 GeV is 4.7 fb
✦ Open questions:

๏ Given the large K-factors, what are the appropriate scale 
choices?

๏ What are reliable uncertainties and how to decrease them?
๏ Are EW corrections important?
๏ How valid are the Higgs boson corrections for a general 

(pseudo)scalar in the 100-300 GeV mass range?

�40
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Comparison with CMS
✦ There is a lot of confusion in comparison of the latest results 

with CMS
๏ NLO theory prediction for pT(H) > 450 GeV is 12.9+24%-21% fb
๏ CMS quotes a very different number: 31.7 ± 9.5 fb

✦ Confusion comes from the two aspects of the measurement:
๏ Use of smeared distributions (no unfolding), which increases 

the cross section by a factor of ~2 due to JES/JEC
๏ CMS number corresponds to the leading jet pT > 450 GeV, 

which is different from pT(H) > 450 GeV because in ~50% of 
the case the ISR jet is a leading jet, which gives another factor 
of ~2

✦ With these caveats, the state-of-the-art theory calculation is 
quite consistent with what CMS quotes and measures�41
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Search for Black Holes
�43

CMS arXiv:1805.06013
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Figure 5: The background predictions after normalization for inclusive multiplicities of N �
7, . . . , 11 (left to right, upper to lower). The gray band shows the shape uncertainty and the
red lines also include the normalization uncertainty. The bottom panels show the difference
between the data and the background prediction from the fit, divided by the overall uncer-
tainty, which includes the statistical uncertainty of data as well as the shape and normalization
uncertainties in the background prediction, added in quadrature. The N � 7 (N � 8, . . . , 11)
distributions also show contributions from benchmark BH (sphaleron) signals added to the
expected background.
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Figure 4: The background predictions after the normalization for inclusive multiplicities N �
3, . . . , 6 (left to right, upper to lower). The gray band shows the background shape uncertainty
alone and the red lines also include the normalization uncertainty. The bottom panels show
the difference between the data and the background prediction from the fit, divided by the
overall uncertainty, which includes the statistical uncertainty of data as well as the shape and
normalization uncertainties in the background prediction, added in quadrature.

model-independent limits on BSM physics in energetic, multiparticle final states, and as model-
specific limits for a set of semiclassical BH and SB scenarios, as well as for EW sphalerons.

Limits are set using the CLs method [86–88] with log-normal priors in the likelihood to con-
strain the nuisance parameters near their best estimated values. We do not use an asymptotic
approximation of the CLs method [89], as for most of the models the optimal search region cor-
responds to a very low background expectation, in which case the asymptotic approximation
is known to overestimate the search sensitivity.

8.1 Model-independent limits

The main result of this analysis is a set of model-independent upper limits on the product of
signal cross section and acceptance (s A) in inclusive N � N

min final states, as a function of the
minimum ST requirement, S

min
T , obtained from a simple counting experiment for ST > S

min
T .

These limits can then be translated into limits on the M
min
BH in a variety of models, or on any

other signals resulting in an energetic, multi-object final state. We start with the limits for the
inclusive multiplicities N � 3, 4, which can be used to constrain models resulting in lower
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Figure 11: The 95% CL lower limits on a string ball mass as a function of the string coupling gS
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for a fixed value of the string coupling gS = 0.2 (right). The green (yellow) band represents the
±1 (±2) standard deviation uncertainty in the expected limit. The area below the solid curve
is excluded by this search.

Esph = 8 TeV. Consequently, the exclusion limit on the sphaleron cross section can be converted
into a limit on the PEF, defined in Section 5.2. Following Ref. [48] we calculate the PEF limits
for the nominal Esph = 9 TeV, as well as for the modified values of Esph = 8 and 10 TeV. The
observed and expected 95% CL upper limits on the PEF are shown in Fig. 12. The observed
(expected) limit obtained for the nominal Esph = 9 TeV is 0.021 (0.012), which is an order of
magnitude more stringent than the limit obtained in Ref. [48] based on the reinterpretation of
the ATLAS result [34].
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Esph = 8 TeV. Consequently, the exclusion limit on the sphaleron cross section can be converted
into a limit on the PEF, defined in Section 5.2. Following Ref. [48] we calculate the PEF limits
for the nominal Esph = 9 TeV, as well as for the modified values of Esph = 8 and 10 TeV. The
observed and expected 95% CL upper limits on the PEF are shown in Fig. 12. The observed
(expected) limit obtained for the nominal Esph = 9 TeV is 0.021 (0.012), which is an order of
magnitude more stringent than the limit obtained in Ref. [48] based on the reinterpretation of
the ATLAS result [34].

2016

2016

✦ Traditionally used to probe semiclassical black holes, also provide strong limits 
on high-multiplicity signatures often expected to come from RPV SUSY 
decays, axigluons, and other strong dynamics objects, quantum gravity

✦ Based on the ST invariance: ST = ΣpTj nearly independent of the multiplicity N
✦ Predict background from N = 3 distribution; go up to N ≥ 11!
✦ Set both model-independent limits and limits in  

specific black hole or string ball models
✦ Limits are as high as 10 TeV on the BH mass
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Figure 5: The background predictions after normalization for inclusive multiplicities of N �
7, . . . , 11 (left to right, upper to lower). The gray band shows the shape uncertainty and the
red lines also include the normalization uncertainty. The bottom panels show the difference
between the data and the background prediction from the fit, divided by the overall uncer-
tainty, which includes the statistical uncertainty of data as well as the shape and normalization
uncertainties in the background prediction, added in quadrature. The N � 7 (N � 8, . . . , 11)
distributions also show contributions from benchmark BH (sphaleron) signals added to the
expected background.
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Figure 4: The background predictions after the normalization for inclusive multiplicities N �
3, . . . , 6 (left to right, upper to lower). The gray band shows the background shape uncertainty
alone and the red lines also include the normalization uncertainty. The bottom panels show
the difference between the data and the background prediction from the fit, divided by the
overall uncertainty, which includes the statistical uncertainty of data as well as the shape and
normalization uncertainties in the background prediction, added in quadrature.

model-independent limits on BSM physics in energetic, multiparticle final states, and as model-
specific limits for a set of semiclassical BH and SB scenarios, as well as for EW sphalerons.

Limits are set using the CLs method [86–88] with log-normal priors in the likelihood to con-
strain the nuisance parameters near their best estimated values. We do not use an asymptotic
approximation of the CLs method [89], as for most of the models the optimal search region cor-
responds to a very low background expectation, in which case the asymptotic approximation
is known to overestimate the search sensitivity.

8.1 Model-independent limits

The main result of this analysis is a set of model-independent upper limits on the product of
signal cross section and acceptance (s A) in inclusive N � N

min final states, as a function of the
minimum ST requirement, S

min
T , obtained from a simple counting experiment for ST > S

min
T .

These limits can then be translated into limits on the M
min
BH in a variety of models, or on any

other signals resulting in an energetic, multi-object final state. We start with the limits for the
inclusive multiplicities N � 3, 4, which can be used to constrain models resulting in lower
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Figure 6: Model-independent upper limits on the cross section times acceptance for four sets
of inclusive multiplicity thresholds, N � 3, . . . , 6 (left to right, upper to lower). Observed
(expected) limits are shown as the black solid (dotted) lines. The green (yellow) band represents
the ±1 (±2) standard deviation uncertainty in the expected limit.
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Figure 7: Model-independent upper limits on the cross section times acceptance for five sets
of inclusive multiplicity thresholds, N � 7, . . . , 11 (left to right, upper to lower). Observed
(expected) limits are shown as the black solid (dotted) lines. The green (yellow) band represents
the ±1 (±2) standard deviation uncertainty in the expected limit.
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Figure 10: The 95% observed CL lower limits on M
min
BH as a function of MD at different n for the

models C1–C6 generated with CHARYBDIS 2.
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Figure 11: The 95% CL lower limits on a string ball mass as a function of the string coupling gS
for a fixed value of the string scale MS = 3.6 TeV (left) and as a function of the string scale MS
for a fixed value of the string coupling gS = 0.2 (right). The green (yellow) band represents the
±1 (±2) standard deviation uncertainty in the expected limit. The area below the solid curve
is excluded by this search.

Esph = 8 TeV. Consequently, the exclusion limit on the sphaleron cross section can be converted
into a limit on the PEF, defined in Section 5.2. Following Ref. [48] we calculate the PEF limits
for the nominal Esph = 9 TeV, as well as for the modified values of Esph = 8 and 10 TeV. The
observed and expected 95% CL upper limits on the PEF are shown in Fig. 12. The observed
(expected) limit obtained for the nominal Esph = 9 TeV is 0.021 (0.012), which is an order of
magnitude more stringent than the limit obtained in Ref. [48] based on the reinterpretation of
the ATLAS result [34].
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Esph = 8 TeV. Consequently, the exclusion limit on the sphaleron cross section can be converted
into a limit on the PEF, defined in Section 5.2. Following Ref. [48] we calculate the PEF limits
for the nominal Esph = 9 TeV, as well as for the modified values of Esph = 8 and 10 TeV. The
observed and expected 95% CL upper limits on the PEF are shown in Fig. 12. The observed
(expected) limit obtained for the nominal Esph = 9 TeV is 0.021 (0.012), which is an order of
magnitude more stringent than the limit obtained in Ref. [48] based on the reinterpretation of
the ATLAS result [34].
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✦ Traditionally used to probe semiclassical black holes, also provide strong limits 
on high-multiplicity signatures often expected to come from RPV SUSY 
decays, axigluons, and other strong dynamics objects, quantum gravity

✦ Based on the ST invariance: ST = ΣpTj nearly independent of the multiplicity N
✦ Predict background from N = 3 distribution; go up to N ≥ 11!
✦ Set both model-independent limits and limits in  

specific black hole or string ball models
✦ Limits are as high as 10 TeV on the BH mass
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First Search for EW Sphalerons
✦ Can reinterpret this result as a limit on EW sphalerons
✦ Sphalerons were proposed by `t Hooft as a non-perturbative solution of EW 

Lagrangian, which results in B and L non-conservation, while conserving B-L
✦ The discovery of the Higgs boson allowed to calculate the sphaleron transition, 

which, at LO is at Ethr = 9 TeV
✦ Recent work of Tye/Wong [arXiv:1505.3690] boldly suggested that due to 

periodicity of the potential there is no exponential suppression for the sphaleron 
transition just below the threshold, and no suppression at all above the 
threshold, i.e. observable at the LHC

✦ Sphaleron transition at leading order results in 12 fermions in the final state (3 x 
3 quarks, and 3 leptons, one per generation)

๏ Some of the f.s. quarks can "cancel" w/ the initial state, reducing the final-state 
multiplicity

๏ Typical example: 
✦ Ellis/Sakurai [arXiv:1601.03654] reinterpreted 2015 ATLAS BH search [arXiv:

1512.02586] and set first [phenomenological] limits on EW sphaleron production
✦ CMS has recently conducted the first dedicated experimental search for EW 

sphalerons
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<latexit sha1_base64="D6HMJ/wXZ2dL+d4aEBAU3hBG7XM=">AAACkniclVFNTxsxEPVuvyDQEgq3XkaNKlFFinbTQCgHoOXCgQNIDSBl08jrdYgVr3dljytFET+Iv8ONf4N3nUqlooeO5JnnN+Ox/SYtpTAYRQ9B+OLlq9dvVlYba+tv3200N99fmsJqxgeskIW+TqnhUig+QIGSX5ea0zyV/CqdnVT5q19cG1GoHzgv+SinN0pMBKPoqHHzzkIbLCRYgEdt2OE/20lunUupTpQdJ0hthQFrn4IPtWfee8r44Iut32Sf6+bP9YT/aZqNm62o83V/r9vbg6gTRf24G1eg2+996UHsmMpaZGnn4+Z9khXM5lwhk9SYYRyVOFpQjYJJfttIrOElZTN6w4cOKppzM1rUkt7CJ8dkMCm0WwqhZv88saC5MfM8dZU5xan5O1eRz+WGFif7o4VQpUWumL9oYiU4jar5QCY0ZyjnDlCmhXsrsCnVlKGbYsOJ8Pun8G9w2e3EUSe+6LWOvy/lWCEfyEeyQ2LSJ8fklJyTAWHBRrAbHAZH4XZ4EH4LT3xpGCzPbJEnFp49Aqynwqw=</latexit><latexit sha1_base64="D6HMJ/wXZ2dL+d4aEBAU3hBG7XM=">AAACkniclVFNTxsxEPVuvyDQEgq3XkaNKlFFinbTQCgHoOXCgQNIDSBl08jrdYgVr3dljytFET+Iv8ONf4N3nUqlooeO5JnnN+Ox/SYtpTAYRQ9B+OLlq9dvVlYba+tv3200N99fmsJqxgeskIW+TqnhUig+QIGSX5ea0zyV/CqdnVT5q19cG1GoHzgv+SinN0pMBKPoqHHzzkIbLCRYgEdt2OE/20lunUupTpQdJ0hthQFrn4IPtWfee8r44Iut32Sf6+bP9YT/aZqNm62o83V/r9vbg6gTRf24G1eg2+996UHsmMpaZGnn4+Z9khXM5lwhk9SYYRyVOFpQjYJJfttIrOElZTN6w4cOKppzM1rUkt7CJ8dkMCm0WwqhZv88saC5MfM8dZU5xan5O1eRz+WGFif7o4VQpUWumL9oYiU4jar5QCY0ZyjnDlCmhXsrsCnVlKGbYsOJ8Pun8G9w2e3EUSe+6LWOvy/lWCEfyEeyQ2LSJ8fklJyTAWHBRrAbHAZH4XZ4EH4LT3xpGCzPbJEnFp49Aqynwqw=</latexit><latexit sha1_base64="D6HMJ/wXZ2dL+d4aEBAU3hBG7XM=">AAACkniclVFNTxsxEPVuvyDQEgq3XkaNKlFFinbTQCgHoOXCgQNIDSBl08jrdYgVr3dljytFET+Iv8ONf4N3nUqlooeO5JnnN+Ox/SYtpTAYRQ9B+OLlq9dvVlYba+tv3200N99fmsJqxgeskIW+TqnhUig+QIGSX5ea0zyV/CqdnVT5q19cG1GoHzgv+SinN0pMBKPoqHHzzkIbLCRYgEdt2OE/20lunUupTpQdJ0hthQFrn4IPtWfee8r44Iut32Sf6+bP9YT/aZqNm62o83V/r9vbg6gTRf24G1eg2+996UHsmMpaZGnn4+Z9khXM5lwhk9SYYRyVOFpQjYJJfttIrOElZTN6w4cOKppzM1rUkt7CJ8dkMCm0WwqhZv88saC5MfM8dZU5xan5O1eRz+WGFif7o4VQpUWumL9oYiU4jar5QCY0ZyjnDlCmhXsrsCnVlKGbYsOJ8Pun8G9w2e3EUSe+6LWOvy/lWCEfyEeyQ2LSJ8fklJyTAWHBRrAbHAZH4XZ4EH4LT3xpGCzPbJEnFp49Aqynwqw=</latexit><latexit sha1_base64="D6HMJ/wXZ2dL+d4aEBAU3hBG7XM=">AAACkniclVFNTxsxEPVuvyDQEgq3XkaNKlFFinbTQCgHoOXCgQNIDSBl08jrdYgVr3dljytFET+Iv8ONf4N3nUqlooeO5JnnN+Ox/SYtpTAYRQ9B+OLlq9dvVlYba+tv3200N99fmsJqxgeskIW+TqnhUig+QIGSX5ea0zyV/CqdnVT5q19cG1GoHzgv+SinN0pMBKPoqHHzzkIbLCRYgEdt2OE/20lunUupTpQdJ0hthQFrn4IPtWfee8r44Iut32Sf6+bP9YT/aZqNm62o83V/r9vbg6gTRf24G1eg2+996UHsmMpaZGnn4+Z9khXM5lwhk9SYYRyVOFpQjYJJfttIrOElZTN6w4cOKppzM1rUkt7CJ8dkMCm0WwqhZv88saC5MfM8dZU5xan5O1eRz+WGFif7o4VQpUWumL9oYiU4jar5QCY0ZyjnDlCmhXsrsCnVlKGbYsOJ8Pun8G9w2e3EUSe+6LWOvy/lWCEfyEeyQ2LSJ8fklJyTAWHBRrAbHAZH4XZ4EH4LT3xpGCzPbJEnFp49Aqynwqw=</latexit>
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Limits on EW Sphalerons
✦ Used BaryoGen generator [arXiv:1805.02786] developed in the course of 

the analysis
✦ Limits are set on the pre-exponential factor (PEF), which is the fraction of 

collisions with the c.o.m. energy above Ethr, which undergoes a sphaleron 
transition

✦ The limit is PEF < 0.021 @95% CL for the nominal Ethr = 9 TeV
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conservative estimate of the signal cross section at high masses, as checked with the modern
NNPDF3.0 [75] LO PDFs, with the value of strong coupling constant of 0.118 used for the
central prediction, with a standard uncertainty eigenset. The MSTW2008LO PDF set was also
used in all Run 1 BH searches [62–64] and in an earlier Run 2 [36] search, which makes the
comparison with earlier results straightforward.

5.2 Sphaleron signal samples

The electroweak sphaleron processes are generated at LO with the BARYOGEN v1.0 genera-
tor [49], capable of simulating various final states described in Section 1.2. We simulate the
sphaleron signal for three values of the transition energy Esph = 8, 9, and 10 TeV. The parton-
level simulation is done with the CT10 LO PDF set [76]. In the process of studying various
PDF sets, we found that the NNPDF3.0 yields a significantly larger fraction of sea quarks in the
kinematic region of interest than all other modern PDFs. While the uncertainty in this fraction
is close to 100%, we chose the CT10 set, for which this fraction is close to the median of the
various PDF sets we studied. The PDF uncertainties discussed in Section 7 cover the variation
in the signal acceptance between various PDFs due to this effect.

The typical final-state multiplicities for the NCS = ±1 sphaleron transitions resulting in 10, 12,
or 14 parton-level final states are shown in Fig. 1. The NCS = 1 transitions are dominated by 14
final-state partons, as the proton mainly consists of valence quarks, thus making the probability
of cancellations small.

Figure 1: Observed final-state particle multiplicity N distributions for NCS = ±1 sphaleron
transitions resulting in 10, 12, and 14 parton-level final-state multiplicities. The relative num-
bers of events in the histograms are proportional to the relative probabilities of these three
parton-level configurations.

The cross section for sphaleron production is given by [48]: s = PEF s0, where s0 = 121, 10.1,
and 0.51 fb for Esph = 8, 9, and 10 TeV, respectively, and PEF is the pre-exponential factor,
defined as the fraction of all quark-quark interactions above the sphaleron energy threshold
Esph that undergo the sphaleron transition.

5.3 Background samples

In addition, we use simulated samples of W+jets, Z+jets, g+jets, tt, and QCD multijet events
for auxiliary studies. These events are generated with the MADGRAPH5 aMC@NLO v2.2.2 [77]

20

 [TeV]sphE
8 8.2 8.4 8.6 8.8 9 9.2 9.4 9.6 9.8 10

PE
F

3−10

2−10

1−10

1

Observed

68% expected

95% expected

 (13 TeV)-135.9 fb

CMS

Figure 12: Observed (solid curve) and expected (dashed black curve) 95% CL upper limit on
the pre-exponential factor PEF of the sphaleron production as a function of Esph. The green
(yellow) band represents the ±1 (±2) standard deviation uncertainty in the expected limit. The
area above the solid curve is excluded by this search.

9 Summary
A search has been presented for generic signals of beyond the standard model physics result-
ing in energetic multi-object final states, such as would be produced by semiclassical black
holes, string balls, and electroweak sphalerons. The search was based on proton-proton col-
lision data at a center-of-mass energy of 13 TeV, collected with the CMS detector in 2016 and
corresponding to an integrated luminosity of 35.9 fb�1. The background, dominated by QCD
multijet production, is determined solely from low-multiplicity samples in data. Comparing
the distribution of the total transverse momentum ST of the final-state objects in data with that
expected from the backgrounds, we set 95% confidence level model-independent upper limits
on the product of the production cross section and acceptance for such final states, as a func-
tion of the minimum ST for minimum final-state multiplicities between 3 and 11. These limits
reach 0.08 fb at high ST thresholds. By calculating the acceptance values for benchmark black
hole, string ball, and sphaleron signal models, we convert these model-independent limits into
lower limits on the minimum semiclassical black hole mass and string ball mass. The limits
extend as high as 10.1 TeV, thus improving significantly on previous results. We have also set
the first experimental upper limit on the electroweak sphaleron pre-exponential factor of 0.021
for the sphaleron transition energy of 9 TeV.
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The Tricks of PDFs
✦ In the process of optimizing the sphaleron search, a peculiar 

feature was noticed in all modern NNPDF sets (2.3, 3.0, 3.1): a 
fraction of sea quarks at very large Q2 and x exceeds that of 
valence quarks

✦ Not seen in any of the other modern PDFs we looked at (CT14, 
CTEQ6.1, MSTW, ...)

✦ While huge uncertainties more or less cover the differences, the 
central value looks pathological - basically it implies that at large 
Q2 and x proton mainly consists of sea quarks

✦ Beware of black boxes in the PDF fits!
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The Tricks of PDFs
✦ In the process of optimizing the sphaleron search, a peculiar 

feature was noticed in all modern NNPDF sets (2.3, 3.0, 3.1): a 
fraction of sea quarks at very large Q2 and x exceeds that of 
valence quarks

✦ Not seen in any of the other modern PDFs we looked at (CT14, 
CTEQ6.1, MSTW, ...)

✦ While huge uncertainties more or less cover the differences, the 
central value looks pathological - basically it implies that at large 
Q2 and x proton mainly consists of sea quarks

✦ Beware of black boxes in the PDF fits!
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More on PDF Behavior
✦ At large Q2 and x NNPDF essentially turns into a 

random number generator - not very useful for physics 
predictions

✦ More LHC data would help, but it would be nice to build 
in some external physics constraints, which other PDFs 
seem to have
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Effect on the Multiplicity
✦ Transitions involving quarks are badly skewed with NNPDFs, 

as it gives unphysically high weight to sea antiquarks, resulting 
in large cancellations for NCS = 1 
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conservative estimate of the signal cross section at high masses, as checked with the modern
NNPDF3.0 [75] LO PDFs, with the value of strong coupling constant of 0.118 used for the
central prediction, with a standard uncertainty eigenset. The MSTW2008LO PDF set was also
used in all Run 1 BH searches [62–64] and in an earlier Run 2 [36] search, which makes the
comparison with earlier results straightforward.

5.2 Sphaleron signal samples

The electroweak sphaleron processes are generated at LO with the BARYOGEN v1.0 genera-
tor [49], capable of simulating various final states described in Section 1.2. We simulate the
sphaleron signal for three values of the transition energy Esph = 8, 9, and 10 TeV. The parton-
level simulation is done with the CT10 LO PDF set [76]. In the process of studying various
PDF sets, we found that the NNPDF3.0 yields a significantly larger fraction of sea quarks in the
kinematic region of interest than all other modern PDFs. While the uncertainty in this fraction
is close to 100%, we chose the CT10 set, for which this fraction is close to the median of the
various PDF sets we studied. The PDF uncertainties discussed in Section 7 cover the variation
in the signal acceptance between various PDFs due to this effect.

The typical final-state multiplicities for the NCS = ±1 sphaleron transitions resulting in 10, 12,
or 14 parton-level final states are shown in Fig. 1. The NCS = 1 transitions are dominated by 14
final-state partons, as the proton mainly consists of valence quarks, thus making the probability
of cancellations small.

Figure 1: Observed final-state particle multiplicity N distributions for NCS = ±1 sphaleron
transitions resulting in 10, 12, and 14 parton-level final-state multiplicities. The relative num-
bers of events in the histograms are proportional to the relative probabilities of these three
parton-level configurations.

The cross section for sphaleron production is given by [48]: s = PEF s0, where s0 = 121, 10.1,
and 0.51 fb for Esph = 8, 9, and 10 TeV, respectively, and PEF is the pre-exponential factor,
defined as the fraction of all quark-quark interactions above the sphaleron energy threshold
Esph that undergo the sphaleron transition.

5.3 Background samples

In addition, we use simulated samples of W+jets, Z+jets, g+jets, tt, and QCD multijet events
for auxiliary studies. These events are generated with the MADGRAPH5 aMC@NLO v2.2.2 [77]

CT10 NNPDF3.0

q + q0 ! sphaleron(NCS = +1) + q + q0
<latexit sha1_base64="8lLUFIZvcSX+UzmcYhtbtTjeTCw=">AAACHXicdVDNSgMxGMzW//pX9eglWESlUJIitj0IYi+epKK1Qncp2TRtQ7PZNckKZemLePFVvHhQxIMX8W3M1goqOhAYZubjyzd+JLg2CL07manpmdm5+YXs4tLyympubf1Sh7GirEFDEaorn2gmuGQNw41gV5FiJPAFa/qDWuo3b5jSPJQXZhgxLyA9ybucEmOldm7/Ghbg9Q50TQgTVwVQR30imArlaPe0PVZq5yN4CAt4L02O0+1cHhURQhhjmBJcPkCWVKuVEq5AnFoWeTBBvZ17dTshjQMmDRVE6xZGkfESogyngo2ybqxZROiA9FjLUkkCpr1kfN0IblulA7uhsk8aOFa/TyQk0HoY+DYZENPXv71U/MtrxaZb8RIuo9gwST8XdWMBbRVpVbDDFaNGDC0hVHH7V0j7RBFqbKFZW8LXpfB/clkqYlTEZ/v5o+NJHfNgE2yBXYBBGRyBE1AHDUDBLbgHj+DJuXMenGfn5TOacSYzG+AHnLcP01iemg==</latexit><latexit sha1_base64="8lLUFIZvcSX+UzmcYhtbtTjeTCw=">AAACHXicdVDNSgMxGMzW//pX9eglWESlUJIitj0IYi+epKK1Qncp2TRtQ7PZNckKZemLePFVvHhQxIMX8W3M1goqOhAYZubjyzd+JLg2CL07manpmdm5+YXs4tLyympubf1Sh7GirEFDEaorn2gmuGQNw41gV5FiJPAFa/qDWuo3b5jSPJQXZhgxLyA9ybucEmOldm7/Ghbg9Q50TQgTVwVQR30imArlaPe0PVZq5yN4CAt4L02O0+1cHhURQhhjmBJcPkCWVKuVEq5AnFoWeTBBvZ17dTshjQMmDRVE6xZGkfESogyngo2ybqxZROiA9FjLUkkCpr1kfN0IblulA7uhsk8aOFa/TyQk0HoY+DYZENPXv71U/MtrxaZb8RIuo9gwST8XdWMBbRVpVbDDFaNGDC0hVHH7V0j7RBFqbKFZW8LXpfB/clkqYlTEZ/v5o+NJHfNgE2yBXYBBGRyBE1AHDUDBLbgHj+DJuXMenGfn5TOacSYzG+AHnLcP01iemg==</latexit><latexit sha1_base64="8lLUFIZvcSX+UzmcYhtbtTjeTCw=">AAACHXicdVDNSgMxGMzW//pX9eglWESlUJIitj0IYi+epKK1Qncp2TRtQ7PZNckKZemLePFVvHhQxIMX8W3M1goqOhAYZubjyzd+JLg2CL07manpmdm5+YXs4tLyympubf1Sh7GirEFDEaorn2gmuGQNw41gV5FiJPAFa/qDWuo3b5jSPJQXZhgxLyA9ybucEmOldm7/Ghbg9Q50TQgTVwVQR30imArlaPe0PVZq5yN4CAt4L02O0+1cHhURQhhjmBJcPkCWVKuVEq5AnFoWeTBBvZ17dTshjQMmDRVE6xZGkfESogyngo2ybqxZROiA9FjLUkkCpr1kfN0IblulA7uhsk8aOFa/TyQk0HoY+DYZENPXv71U/MtrxaZb8RIuo9gwST8XdWMBbRVpVbDDFaNGDC0hVHH7V0j7RBFqbKFZW8LXpfB/clkqYlTEZ/v5o+NJHfNgE2yBXYBBGRyBE1AHDUDBLbgHj+DJuXMenGfn5TOacSYzG+AHnLcP01iemg==</latexit><latexit sha1_base64="8lLUFIZvcSX+UzmcYhtbtTjeTCw=">AAACHXicdVDNSgMxGMzW//pX9eglWESlUJIitj0IYi+epKK1Qncp2TRtQ7PZNckKZemLePFVvHhQxIMX8W3M1goqOhAYZubjyzd+JLg2CL07manpmdm5+YXs4tLyympubf1Sh7GirEFDEaorn2gmuGQNw41gV5FiJPAFa/qDWuo3b5jSPJQXZhgxLyA9ybucEmOldm7/Ghbg9Q50TQgTVwVQR30imArlaPe0PVZq5yN4CAt4L02O0+1cHhURQhhjmBJcPkCWVKuVEq5AnFoWeTBBvZ17dTshjQMmDRVE6xZGkfESogyngo2ybqxZROiA9FjLUkkCpr1kfN0IblulA7uhsk8aOFa/TyQk0HoY+DYZENPXv71U/MtrxaZb8RIuo9gwST8XdWMBbRVpVbDDFaNGDC0hVHH7V0j7RBFqbKFZW8LXpfB/clkqYlTEZ/v5o+NJHfNgE2yBXYBBGRyBE1AHDUDBLbgHj+DJuXMenGfn5TOacSYzG+AHnLcP01iemg==</latexit>

q + q̄0 ! sphaleron(NCS = +1) + q + q̄0
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Designer 
Variables



 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- C

M
S 

Se
ar

ch
es

 m
ee

t T
he

or
y 

- A
M

PH
EP

20
18

SUSY Kinematics
✦ Look for pair-produced particles that cascade-decade with invisible 

particle emission
๏ Generally can cluster all visible products in each hemisphere to form 

“pseudojets”, resulting in a dijet + MET topology
✦ How to optimize the search to reduce backgrounds and at the same 

time retain information about characteristic SUSY masses?

�50
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The αT Variable
✦ Alternative approach to requiring  

large MET in the event; does not rely on MET reconstruction/tails
✦ Combine visible decay products in the  

event into two (pseudo)jets:

✦ For a perfectly balanced dijet event, αT = 0.5
✦ For QCD events with mismeasured MET,  
αT < 0.5

✦ For signal, long tail of  
αT > 0.5

Kinematic variables 

LHC days in Split 2012 Filip Moortgat  (ETH Zurich)          10 

α
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j2 /M
T
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1
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E
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j2 / E
T

j1

2(1− cosΔϕ )

αT 

MT2 

Razor R 

CMS hadronic searches make use of 

dedicated kinematic variables 

in order to suppress QCD 
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Figure 2: Distribution of aT for di-jet events (left) and � 3-jet events (right), requiring HT >
350 GeV. Events with aT > 1.5 are included in the rightmost bin. In both figures the hatched
area corresponds to the uncertainty in the SM estimate as defined in Section 3.1.

After the selection requirements on aT, DRECAL and Rmiss, the QCD multijet background pre-
dicted by PYTHIA 6.4 is less than one event for an integrated luminosity of 35 pb�1. This esti-
mate is also obtained with PYTHIA 8.1 [36] (tune 1) and with the MADGRAPH generator. After
all selection requirements, the only significant remaining background stems from electroweak
processes with genuine E/T in the final state. In the di-jet case, the largest backgrounds with real
missing energy are the associated production of W or Z bosons with jets, followed by the weak
decays Z ! nn̄ and W ! tn, or by leptonic W/Z decays in which one or more leptons are not
reconstructed. At higher jet multiplicities, tt̄ production followed by semileptonic weak decays
of the t and t̄ quarks becomes important. In this case, the three backgrounds, Z ! nn̄ + jets, W
+ jets and tt̄, are of roughly equal size. The largest fraction of the W + jets and tt̄ backgrounds
stem from W ! tn decays where in two thirds of the cases the t decays hadronically and is
identified as a jet. The two remaining backgrounds from electrons or muons produced in W
decays that fail either the isolation or acceptance requirements (pT > 10 GeV and h coverage)
are of similar size.

4 Background Estimate from Data

The SM background in the signal region is estimated directly from data using two independent
methods. The first method makes use of control regions at lower HT to estimate the total back-
ground from all SM processes (Section 4.1), while the second method estimates the contribution
from electroweak processes using W ! µn + jets (Section 4.2) and g + jets (Section 4.3) events
in the data.

4.1 Inclusive background estimate

The total background can be estimated from two control regions at low HT: the HT250 region,
which contains events with HT between 250 and 300 GeV, and the HT300 region, which contains
events with HT between 300 and 350 GeV. Given the current experimental limits on the squark
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Introduction

• The stransverse mass MT2 is a generalization of
the transverse mass for decay chains with two
unobserved particles, typical in SUSY events

MT2 = min
pc1T +pc2T =/pT

[

max
(

m(1)
T ,m(2)

T

)]

• For the simplified case of no ISR and zero masses:

(MT2)
2 ≃ 2pvis(1)T pvis(2)T (1+ cosφ12)

• Multijet events divided into 2 massless pseudo-jets using a hemisphere
algorithm

• MT2 ≈ /ET for symmetric SUSY-like topologies

• MT2 is a QCD killer
• MT2 ≈ 0 for back-to-back events with no genuine MET
• MT2 < /ET still highly suppressed for nearly back-to-back QCD mismeasurements

• MT2 provides a very good discriminating power between SM and SUSY-like
events, and in this analysis is used as a discovery variable

Bruno Casal (ETH) SUSY Search with MT2 02/04/2012 4 / 35

The MT2 Variable
MT2 vs /ET

Pascal Nef
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events, and in this analysis is used as a discovery variable
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✦ MT2: “stransverse mass” - a 
generalization of the 
transverse mass in case of a 
pair of invisible particles

✦ For a simplified case of no 
extra jets and zero masses for 
visible and invisible systems:

๏ MT2 ~ MET for symmetric 
SUSY-like topologies

✦ MT2 kills QCD background 
very efficiently:
๏ MT2 ~ 0 for dijets
๏ MT2 < MET in case of 

mismeasured dijets

�52
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Signal

Background
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More MT2 Variables
✦ The main variable used in stop searches is a variation of MT2 variable, 

known as MWT2 variable, which is the minimum mother mass compatible 
with all the decay products and on-shell constraints

✦ It is designed to specifically kill tt → ll+jets+MET  
background with a lost lepton

✦ This is a difficult background to deal with as it looks  
similar to the signal in other distributions, particularly  
in transverse mass MT

✦ The trick of finding the right MT2 variable is how to  
partition the final state particle into visible and invisible states

�53
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Figure 1: The signal and background event distributions in three basic variables: Emiss
T , MT , and meff .

The signal is 7TeV production of a 500GeV stop pair, each decaying to a top quark and a 100GeV
neutralino. All the events in the plots have Emiss

T > 150 GeV and MT > 100 GeV.

Fig. 1 shows the signal and background distributions in these three basic variables. For the signal

we choose a stop mass of 500GeV and the neutralino mass of 100GeV. We have included both

dileptonic and semileptonic tt̄ backgrounds. As one can see from the MT distributions, the semi-

leptonic tt̄ background events mainly populate in the region with MT < 150 GeV. Imposing a cut

with MT > 150 GeV will be an efficient way to suppress this background. We have also simulated the

W+jets background and found a similar distribution as the semi-leptonic tt̄ background. With the

MT > 150 GeV cut, there is only a negligible number of the W+jets background events left, so we

will not include this background in what follows. The MT cut is not effective at separating the signal

and the dileptonic tt̄ background events. On the other hand, cuts on Emiss
T and meff can be used to

significantly reduce this background, though it remains the biggest contamination in the direct stop

production search.

The diagram for the dileptonic tt̄ background event topology is shown in Fig. 2, with dashed

lines representing missing particles. Large Emiss
T can arise due to the two missing neutrinos and the

missing lepton. Also, the transverse mass MT is not constrained by the W boson mass because of the

additional missing particles. Because there are missing energies on both decay chains, the stransverse

mass MT2 [43, 44] can be a natural variable to identify this type of background event. (MT2 has

been proposed to reduce tt̄ and W+W− backgrounds in the di-lepton search channel [45, 46].) The

MT2 for a given event can be interpreted as the minimal mother particle mass compatible with the

postulated event topology and an assumed daughter particle mass [47]. The MT2 is bounded from

above by the mass of the mother particles in the decay chains if the assumed mass for the daughter

particles is equal to (or less than) their true mass. By looking at the diagram in Fig. 2, we can

define MT2 and its generalizations or variations with the top quark as the mother particle for our

4

Bai, Cheng, Gallicchio, Gu, arXiv:1203.4812

Figure 2: The Feynman diagram for the tt̄ background in the (dominant) dileptontic channel. The
dashed lines represent missing particles at colliders, including a lost lepton that would otherwise
exclude it as a background to our semileptonic stop signal.

backgrounds. Our observables for the leading leptonic background are the 2 b-jets + one lepton

+ Emiss
T subsystem. In fact, the next-to-leading dominant semileptonic tt̄ background also contains

exactly the same subsystem if one disregards the jets from the W decay, so they may be used to bound

this background too. On the other hand, the t̃ t̃∗ signal has the additional missing energy source from

the missing χ̃ particles. Consequently the corresponding variables can take larger values.

In all MT2-type variables, a minimization is performed over all possible ways of dividing E⃗miss
T

between the two decay chains. More explicitly, the minimization is over all possible pairs of 4-momenta,

each with an assumed mass, whose vector sum has transverse components that match E⃗miss
T . The

difference between variables comes in the assignment of visible and missing momentum to the two

decay chains, along with invariant mass or MT constraints imposed on the hidden 4-momenta. In the

following, we define three MT2-type variables with background endpoints roughly at the top mass.

These new variables are not expected to be completely independent, so their performances will be

evaluated in the next section.

The first variable is basically the MT2 of the tt̄ → bW+b̄W− subsystem, which is denoted as M b
T2.

Interpreted in the original MT2 context, it assumes a “missing on-shell W” on each side of the decay

chain. Since the lepton momentum results from the W decay, we add it to the E⃗miss
T . It is defined as

M b
T2 = min

⎧

⎪

⎨

⎪

⎩

⋃

p⃗T
1
+p⃗T

2
=E⃗miss

T
+p⃗T

ℓ

max
[

MT (p⃗b1 , p⃗
T
1 ),MT (p⃗b2 , p⃗

T
2 )
]

⎫

⎪

⎬

⎪

⎭

, (1)

where the W mass is assigned for both pT1 and pT2 and jet masses of pb1 and pb2 are calculated from

5
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MWT2 Variable
✦ Here is the definition of the MWT2 variable designed to 

reconstruct tt events with a lost lepton:

✦ The tt events with lost lepton exhibit endpoint at my = mt, 
while the signal has long tail

�54

which is more sensitive to this background topology because of the additional kinematic information

applied in the definition. Specifically, the variable MW
T2 (where the superscript W represents the on-

shell intermediate W information is included when combining lepton and neutrino) can no longer be

cast into the “maximum of two side’s MT ” form, but is instead defined directly as the minimization 5

MW
T2 = min

{

my consistent with:

[

p⃗T1 + p⃗T2 = E⃗miss
T , p21 = 0 , (p1 + pℓ)2 = p22 = M2

W ,
(p1 + pℓ + pb1)

2 = (p2 + pb2)
2 = m2

y

]}

.(3)
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Figure 5: Schematic of MW
T2, along with its signal and background event distributions. Here all of the

information is used, including theW -on-shell mass condition on both sides. As with the other variables,
p2 is the entire missing on-shell W , but p1 is the neutrino that gets paired with the visible lepton to
form the other on-shell W . All the events in the plot have Emiss

T > 150 GeV and MT > 100 GeV. The
events with no compatible top mass under 500GeV are placed in the last bin.

The diagram, along with signal and background distributions are shown in Fig. 5. We use the same

method as before to pick the two b-jets, and a method similar to that for M bℓ
T2 is used to choose which

b-jet gets paired with the visible lepton. Calculating this variable can be done efficiently in a similar

way as the MT2 calculation in Ref. [47] by generalizing the method there to this case. For perfect

measurements, this variable for the dileptonic tt̄ backgrounds is less than the true top quark mass

since the top mass should be compatible with all background events. On the other hand, the signal

events do not need to satisfy such a bound, because of its different topology and additional missing

massive particles χ̃. For some of the signal events we may not even be able to find a compatible

mass because we apply the variable to a wrong topology with the wrong mass-shell conditions. The

5The programs for calculating all new variables defined in this paper can be downloaded at
https://sites.google.com/a/ucdavis.edu/mass/
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Figure 2: Comparison of data with MC simulation for the distributions of (a) MT, (b) E
miss
T ,

(c) M
W
T2, (d) hadronic top c2, (e) H

ratio
T , (f) minimum Df between the E

miss
T vector and the two

leading jets, (g) pT of the leading b-tagged jet, (h) DR between the leading b-tagged jet and the
lepton, and (i) lepton pT, after the preselection. For the plots (a)-(f), distributions for theet ! tec0

1
model with met = 650 GeV and mec0

1
= 50 GeV, scaled by a factor of 1000, are overlayed. We also

show distributions ofet ! tec0
1 with met = 250 GeV and mec0

1
= 100 GeV for (g), scaled by 10, and

of et ! bec+ with met = 650 GeV, mec0
1
= 50 GeV, and x = 0.5 for (h) and (i), scaled by 1000, as

well as of met = 250 GeV, mec0
1
= 150 GeV, and x = 0.5 for (i), scaled by 10. In all distributions

the last bin contains the overflow.

Bai, Cheng, Gallicchio, Gu, arXiv:1203.4812
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MWT2 Variable
✦ Here is the definition of the MWT2 variable designed to 

reconstruct tt events with a lost lepton:

✦ The tt events with lost lepton exhibit endpoint at my = mt, 
while the signal has long tail

�54

which is more sensitive to this background topology because of the additional kinematic information

applied in the definition. Specifically, the variable MW
T2 (where the superscript W represents the on-

shell intermediate W information is included when combining lepton and neutrino) can no longer be

cast into the “maximum of two side’s MT ” form, but is instead defined directly as the minimization 5

MW
T2 = min

{

my consistent with:

[

p⃗T1 + p⃗T2 = E⃗miss
T , p21 = 0 , (p1 + pℓ)2 = p22 = M2

W ,
(p1 + pℓ + pb1)

2 = (p2 + pb2)
2 = m2

y

]}

.(3)
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Figure 5: Schematic of MW
T2, along with its signal and background event distributions. Here all of the

information is used, including theW -on-shell mass condition on both sides. As with the other variables,
p2 is the entire missing on-shell W , but p1 is the neutrino that gets paired with the visible lepton to
form the other on-shell W . All the events in the plot have Emiss

T > 150 GeV and MT > 100 GeV. The
events with no compatible top mass under 500GeV are placed in the last bin.

The diagram, along with signal and background distributions are shown in Fig. 5. We use the same

method as before to pick the two b-jets, and a method similar to that for M bℓ
T2 is used to choose which

b-jet gets paired with the visible lepton. Calculating this variable can be done efficiently in a similar

way as the MT2 calculation in Ref. [47] by generalizing the method there to this case. For perfect

measurements, this variable for the dileptonic tt̄ backgrounds is less than the true top quark mass

since the top mass should be compatible with all background events. On the other hand, the signal

events do not need to satisfy such a bound, because of its different topology and additional missing

massive particles χ̃. For some of the signal events we may not even be able to find a compatible

mass because we apply the variable to a wrong topology with the wrong mass-shell conditions. The

5The programs for calculating all new variables defined in this paper can be downloaded at
https://sites.google.com/a/ucdavis.edu/mass/
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More MT2-like Variables
✦ Co-transverse mass MCT [Tovey, arXiv:0802.2879; 

Polesello, Tovey, arXiv:0910.0174]
๏  

where v1 and v2 are visible decay products of the two 
decay chains

๏ Has an endpoint related to the mass of the decaying pair-
produced states (X): 

๏ For the tt background with lost  
leptons, using b-jets as visible  
particles                                      
and taking into account  MX = Mt  
and Minv, so the endpoint  
is at the top quark mass

�55
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1. Introduction

Techniques for measuring the masses of pair-produced particles decaying semi-invisibly

through short decay chains at hadron colliders have attracted considerable interest. The

principle motivation for the development of such techniques is the measurement of the

masses of supersymmetric particles (‘sparticles’) at the Large Hadron Collider [1, 2, 3, 4, 5,

6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16], however they may be applied more widely to measure

the mass of the top quark at the Tevatron [17] or LHC [18], or to identify fully leptonic

WW events [19].

Recently [9] a straightforward new variable, the ‘contransverse mass’ (MCT ), was pro-

posed which enables the measurement of a simple analytical combination of the masses of

the pair-produced heavy states δi (i = 1, 2) and their invisible decay products αi. The

contransverse mass is defined by

M2
CT (v1, v2) ≡ [ET (v1) + ET (v2)]

2 − [pT(v1)− pT(v2)]
2

– 1 –

M2
X �M2

inv

MX

3.3 Signal and background simulation 5
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Figure 2: Distributions in Mbb (top left), Emiss
T (top right), MT (bottom left), and MCT (bottom

right) for signal and background events in simulation after the preselection. The Emiss
T , MT,

and MCT distributions are shown after the 90 < Mbb < 150 GeV requirement. Expected signal
distributions are also overlaid as open histograms for various mass points, with the signal cross
section scaled up by a factor of 50 for display purposes. The legend entries for signal give the
masses (mec±

1
, mec0

1
) in GeV and the factor by which the signal cross section has been scaled.

order (LO) with the MLM matching scheme [56], while tW and single top quark t-channel
events are generated at next-to-leading-order (NLO) using POWHEG V2 [57–59]. A top quark
mass of mt = 172.5 GeV, and the NNPDF3.0 LO or NLO [60] parton distribution functions
(PDFs) are used in the event generation. Single top quark s-channel production is simulated
using MADGRAPH5 aMC@NLO 2.2.2 at NLO precision with the FxFx matching scheme [61].
Samples of diboson (WW, WZ, and ZZ) events are generated with either POWHEG or MAD-
GRAPH5 aMC@NLO at NLO precision. Normalization of the simulated background samples
is performed using the most accurate cross section calculations available [55, 62–72], which
generally correspond to NLO or next-to-NLO precision.

The chargino-neutralino signal samples are also generated with MADGRAPH5 aMC@NLO at
LO precision. For these samples we improve on the modeling of initial-state radiation (ISR),
which affects the total transverse momentum (pISR

T ) of the system of SUSY particles, by reweight-

4 3 Event samples, reconstruction, and selection

tification and isolation requirements, and reject events where such a lepton is found. Second
leptons are required to satisfy psum

T /pT < 0.1, where psum
T is calculated here with a cone radius

of DR = 0.2 for plep
T  50 GeV, and DR = max(0.05, 10 GeV/plep

T ) at higher values of lepton
transverse momentum. We also reject events with reconstructed hadronically decaying tau
leptons with pT > 20 GeV [52], or isolated tracks with pT > 10 GeV and opposite electric charge
relative to the selected lepton. For this purpose, a track is considered isolated if psum

T /pT < 0.1
and psum

T < 6 GeV, where psum
T here is constructed with charged PF candidates compatible

with the primary vertex, the cone radius is DR = 0.3, and pT is the transverse momentum of
the track.

The final two requirements that complete the preselection are Emiss
T � 125 GeV and MT >

50 GeV, where MT is the transverse mass of the lepton-Emiss
T system, defined as

MT =
q

2p`TEmiss
T [1 � cos(Df)], (1)

where p`T is the transverse momentum of the lepton and Df is the angle between the transverse
momentum of the lepton and ~pmiss

T .

3.2 Signal region definition

The signal regions are defined by additional requirements on the kinematic properties of pres-
elected events. The invariant mass of the two b jets is required to be in the range 90  Mbb 
150 GeV, consistent with the Higgs boson mass within the resolution. The Mbb distribution for
signal and background processes is shown in Fig. 2 (top left), displaying a clear peak for signal
events near the Higgs boson mass.

To suppress single-lepton backgrounds originating from semileptonic tt, W + jets, and single
top quark processes, the preselection requirement on MT is tightened to >150 GeV. This is
because the MT distribution in these processes with a single leptonically decaying W boson has
a kinematic endpoint MT < mW, where mW is the W boson mass. The endpoint can be exceeded
by off mass-shell W bosons or because of detector resolution effects. The MT requirement
significantly reduces single-lepton backgrounds, as shown in Fig. 2 (bottom left).

In order to further suppress both semileptonic and dileptonic tt backgrounds, we utilize the
contransverse mass variable, MCT [53, 54]:

MCT =
q

2pb1
T pb2

T [1 + cos(Dfbb)], (2)

where pb1
T and pb2

T are the transverse momenta of the two jets, and Dfbb is the azimuthal an-
gle between the pair. As shown in Refs. [53, 54], this variable has a kinematic endpoint at
(m2(d)� m2(a))/m(d), where d is the pair-produced heavy particle and a is the invisible par-
ticle produced in the decay of d. In the case of tt events, when both jets from b quarks are
correctly identified, the kinematic endpoint corresponds to the top quark mass, while signal
events tend to have higher values of MCT. This is shown in Fig. 2 (bottom right). We require
MCT > 170 GeV.

After all other selections, we define two exclusive bins in Emiss
T to enhance sensitivity to signal

models with different mass spectra: 125  Emiss
T < 200 GeV and Emiss

T � 200 GeV. The Emiss
T

distribution is shown in Fig. 2 (top right).

3.3 Signal and background simulation

Samples of tt, W + jets, and Z + jets events, as well as tt production in association with a vec-
tor boson, are generated using the MADGRAPH5 aMC@NLO 2.2.2 [55] generator at leading



 S
lid

e 
G

re
g 

La
nd

sb
er

g 
- C

M
S 

Se
ar

ch
es

 m
ee

t T
he

or
y 

- A
M

PH
EP

20
18

Topness
✦ Another designer variable to partially reconstruct 

decays where kinematic information is not sufficient 
for full reconstruction
๏ Example: top quark pair dilepton decay
๏ Construct: 
 
 
 
where ai are typical resolutions

๏ Define topness [Graesser,  
Shelton, arXiv:1212.4495]: 

๏ Minimizes c.o.m. energy of the event within constraints
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FIG. 1: Stop pair branching fractions into (left) the mixed mode
t + �0, b + �±; (right) tt̄ + 2�0, for tan� = 20 and degenerate
Higgsinos with mass µ = 100 GeV.

tional soft daughters produced in the decay of heavier higgsi-
nos down to the (N)LSP �0

1 are not boosted enough to pass se-
lection cuts for hard isolated objects. We use a reference stop
pair branching fraction of BR(t̃t̃⇤ ! tb+E/T +X) = 0.5, and
show results for a reference signal point with m

t̃
= 500 GeV,

m�
0
1
= 200 GeV, �0

1 = eh0
u

unless otherwise specified. In all
signal points we take t̃1 = cos ✓tt̃R + sin ✓tt̃L with mixing
angle cos ✓t = 0.833.

We have checked that the modes t̃ ! t�0
1 and t̃ ! t�0

2 !

t�0
1 +X pass our selection cuts with efficiencies differing by

O(10%), with the single largest difference in efficiency com-
ing from isolated lepton acceptance. Thus to good approxima-
tion the asymmetric signal is insensitive to the details of the
neutralino mixings. We have chosen a relatively large mass
splitting for our reference Higgsino sector; in more degenerate
spectra, the difference between �0

1 and �0
2 would be negligibly

small.

TOPNESS

The dominant backgrounds to semileptonic stop searches
are dileptonic tt̄ where one of the leptons is either too soft or
too forward to be identified, and tt̄ events with one lepton and
one unidentified ⌧ . Although three of the six partons in these
final states are missing or unidentified, these backgrounds still
contain a large amount of kinematic information which can be
used to identify events consistent with top quark pair produc-
tion.

Much literature has been devoted to kinematic variables
which can identify particle masses in the presence of multiple
invisible particles. Two of the most studied variables are the
stransverse mass, MT2 [9], and the contransverse mass MCT

[10]. Both of these variables admit straightforward extensions
to the asymmetric decay chains that appear in top backgrounds
with missing leptons, as was studied for MT2 in [11].

We propose here a novel alternative. Dileptonic top events
are reconstructible when both leptons are identified: the mass
shell conditions provide enough constraints to completely
solve for the unmeasured components of the neutrino mo-

menta, up to discrete combinatoric and quadratic ambiguities.
Once one of the leptons is lost, this is no longer true: the miss-
ing particles are (by assumption) now a neutrino and a W , and
one of the mass-shell conditions is lost along with the lepton,
leaving an under-constrained system.

We replace the missing mass-shell condition with the con-
dition that the reconstructed center-of-mass energy of the

event be minimized. As the PDFs fall off steeply with
p
s, this

provides a good approximation to the true event kinematics.
We construct a function S which quantifies how well an event
can be reconstructed subject to the dileptonic top hypothesis:

S(pWx, pWy, pWz, p⌫z) =
(m2

W
� p2

W
)2

a4
W

+
(m2

t
� (pb1 + p` + p⌫)2)2

a4
t

+
(m2

t
� (pb2 + pW )2)2

a4
t

+
(4m2

t
� (

P
i
pi)2)2

a4
CM

, (1)

where in the last term the sum runs over all 5 assumed fi-
nal state particles. We have imposed transverse momentum
conservation as well as the mass shell conditions p2

⌫
= 0,

p2
W

= m2
W

to fix EW , E⌫ , p⌫x, and p⌫y in terms of the four
remaining undetermined variables. The denominators ak de-
termine the relative weighting of the mass shell conditions,
and should not be smaller than typical resolutions; we take
aW = 5 GeV, at = 15 GeV, and aCM = 1 TeV. The value of
S at its minimum quantifies how well an event can be recon-
structed according to the dileptonic top pair hypothesis. The
inputs to S are two jets, a lepton, and the ~p/T . To find the
best possible reconstruction, we sum over both possible pair-
ings of jets with reconstructed W bosons and keep the pairing
which minimizes minS. When the event contains two identi-
fied b-jets, we use them as input to S; when the event contains
only one identified b, we consider the two hardest untagged
jets with |⌘| < 2.5 and pT > 20 GeV, and use the pair (b, j)
which yields the minimum value for minS. We define top-

ness as

t = ln(minS). (2)

Minimization of S is a nontrivial computational problem. In
our implementation we use 10 iterations of the Nelder-Mead
algorithm per event. In general this is not sufficient to find
the global minimum; however, it will find a minimum that
is sufficiently close to the global minimum that cuts and dis-
tributions are insensitive to any difference. We show distri-
butions of topness for the major dileptonic and one-`-one-⌧
top backgrounds as well as signal in Fig. 2. In the left panel
of Fig. 3 we compare the performance of topness to both the
asymmetric implementation of MCT which we find most ef-
fective, and MW

T2, the MT2 variant identified as most effective
in [11]. Events shown here have passed preselection cuts as
described in the text below.

Our present interest is in the asymmetric stop decay mode,
but we emphasize that topness is useful in any search where
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1 = eh0
u

unless otherwise specified. In all
signal points we take t̃1 = cos ✓tt̃R + sin ✓tt̃L with mixing
angle cos ✓t = 0.833.

We have checked that the modes t̃ ! t�0
1 and t̃ ! t�0

2 !

t�0
1 +X pass our selection cuts with efficiencies differing by

O(10%), with the single largest difference in efficiency com-
ing from isolated lepton acceptance. Thus to good approxima-
tion the asymmetric signal is insensitive to the details of the
neutralino mixings. We have chosen a relatively large mass
splitting for our reference Higgsino sector; in more degenerate
spectra, the difference between �0

1 and �0
2 would be negligibly

small.

TOPNESS

The dominant backgrounds to semileptonic stop searches
are dileptonic tt̄ where one of the leptons is either too soft or
too forward to be identified, and tt̄ events with one lepton and
one unidentified ⌧ . Although three of the six partons in these
final states are missing or unidentified, these backgrounds still
contain a large amount of kinematic information which can be
used to identify events consistent with top quark pair produc-
tion.

Much literature has been devoted to kinematic variables
which can identify particle masses in the presence of multiple
invisible particles. Two of the most studied variables are the
stransverse mass, MT2 [9], and the contransverse mass MCT

[10]. Both of these variables admit straightforward extensions
to the asymmetric decay chains that appear in top backgrounds
with missing leptons, as was studied for MT2 in [11].

We propose here a novel alternative. Dileptonic top events
are reconstructible when both leptons are identified: the mass
shell conditions provide enough constraints to completely
solve for the unmeasured components of the neutrino mo-

menta, up to discrete combinatoric and quadratic ambiguities.
Once one of the leptons is lost, this is no longer true: the miss-
ing particles are (by assumption) now a neutrino and a W , and
one of the mass-shell conditions is lost along with the lepton,
leaving an under-constrained system.

We replace the missing mass-shell condition with the con-
dition that the reconstructed center-of-mass energy of the

event be minimized. As the PDFs fall off steeply with
p
s, this

provides a good approximation to the true event kinematics.
We construct a function S which quantifies how well an event
can be reconstructed subject to the dileptonic top hypothesis:

S(pWx, pWy, pWz, p⌫z) =
(m2

W
� p2

W
)2

a4
W

+
(m2

t
� (pb1 + p` + p⌫)2)2

a4
t

+
(m2

t
� (pb2 + pW )2)2

a4
t

+
(4m2

t
� (

P
i
pi)2)2

a4
CM

, (1)

where in the last term the sum runs over all 5 assumed fi-
nal state particles. We have imposed transverse momentum
conservation as well as the mass shell conditions p2

⌫
= 0,

p2
W

= m2
W

to fix EW , E⌫ , p⌫x, and p⌫y in terms of the four
remaining undetermined variables. The denominators ak de-
termine the relative weighting of the mass shell conditions,
and should not be smaller than typical resolutions; we take
aW = 5 GeV, at = 15 GeV, and aCM = 1 TeV. The value of
S at its minimum quantifies how well an event can be recon-
structed according to the dileptonic top pair hypothesis. The
inputs to S are two jets, a lepton, and the ~p/T . To find the
best possible reconstruction, we sum over both possible pair-
ings of jets with reconstructed W bosons and keep the pairing
which minimizes minS. When the event contains two identi-
fied b-jets, we use them as input to S; when the event contains
only one identified b, we consider the two hardest untagged
jets with |⌘| < 2.5 and pT > 20 GeV, and use the pair (b, j)
which yields the minimum value for minS. We define top-

ness as

t = ln(minS). (2)

Minimization of S is a nontrivial computational problem. In
our implementation we use 10 iterations of the Nelder-Mead
algorithm per event. In general this is not sufficient to find
the global minimum; however, it will find a minimum that
is sufficiently close to the global minimum that cuts and dis-
tributions are insensitive to any difference. We show distri-
butions of topness for the major dileptonic and one-`-one-⌧
top backgrounds as well as signal in Fig. 2. In the left panel
of Fig. 3 we compare the performance of topness to both the
asymmetric implementation of MCT which we find most ef-
fective, and MW

T2, the MT2 variant identified as most effective
in [11]. Events shown here have passed preselection cuts as
described in the text below.

Our present interest is in the asymmetric stop decay mode,
but we emphasize that topness is useful in any search where
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FIG. 2: Left: unit-normalized topness distributions for events passing
preselection cuts as described in the text (signal, red, solid; dileptonic
top, blue, dashed; one `, one ⌧ top, cyan, dotted). Right: topness dis-
tributions for the dileptonic background broken down into samples
with two truth b jets (blue, dashed) and one truth b jet (purple, dot-
ted).
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FIG. 3: Performance comparison of topness (red, solid) to the vari-
ables MCT (blue, dotted) and MW

T2 (purple, dashed) for the asym-
metric signal (left) and the symmetric signal tt̄ + 2�0

1 (right). The
quantity plotted is the gain in signal significance, assuming Gaussian
statistics, as a function of signal efficiency. Results are shown for
mt̃ = 500 GeV and m�0

1
= 200 GeV in both channels.

the background is dominated by dileptonic tops with a missed
lepton, most notably stop searches in other channels. The
right panel of Fig. 3 shows the relative performance of topness
on the traditional stop signal, t̃t̃⇤ ! tt̄ + 2�0

1, followed by
semileptonic top decay, with backgrounds given by missed-
lepton tt̄ + 2j events. Events shown here have passed ob-
ject selection cuts analogous to those in [12], including the
requirement that mT (`, E/T ) > 150 GeV. Topness performs
comparably to MW

T2 in the symmetric search channel, realiz-
ing (by a slim margin) the largest gain in significance among
all three variables. The dilution in the efficacy of topness in
the tt̄ + 2�0 channel, relative to the tb + E/T channel, is be-
cause the extra jets in the events give more possibilities for
signal to accidentally reconstruct as a top-like event. We do
comment, however, that our implementation of topness was
not optimized for the tt̄+ E/T signal.

HUNTING ASYMMETRIC STOPS

In this section we discuss a search strategy for stop pair
production in the mode t̃t̃ ! tb+ MET. We target semilep-
tonic top decay, so the final state of interest contains one
`, 2 b-jets, and missing energy. We impose the following
cuts at preselection: exactly one lepton satisfying pµ > 20
GeV, pe > 25 GeV, |⌘`| < 2.5; E/T > 200 GeV, with
mT (`, ~p/T ) > 150 GeV; and at least two jets with pT > 20

GeV and |⌘| < 2.5, at least one of which must be b-tagged.
The cut on mT suppresses all backgrounds where the E/T
arises from a single W , in particular semileptonic tt̄ and the
enormous W+ jets, which is further suppressed by the b-tag
requirement. The major remaining background is therefore
dileptonic top pair events where one of the leptons is not iden-
tified, either because it falls outside acceptance, or because it
is a non-identified ⌧ . A secondary background is the asso-
ciated production of a top with a W boson, again with dou-
bly dileptonic decays and a missed lepton. All major SM
backgrounds can be reduced by identifying softer leptons in
the event; we thus reject events containing identified hadronic
taus with |⌘| < 2.5 and pT > 20 GeV or additional (isolated)
leptons with |⌘| < 2.5 and pT > 15 GeV. Importantly, the
additional soft decay products of the heavier Higgsinos in sig-
nal events have negligible impact on the ability of signal to
pass the veto. More aggressive vetos, as in [6], would further
reduce the backgrounds at little cost to signal.

In addition to cuts on the hardness of final state particles
and E/T , we add three novel variables which discriminate sig-
nal and background. First and by far the most important is
topness, discussed in the previous section. Another useful
variable can be constructed by exploiting the asymmetric sig-
nal kinematics. The b-jet coming from the decay t̃ ! b�+ is
typically much harder than the daughters of the top. The pT
asymmetry

rpT =
pTb1 � pT `

pTb1 + pT `

(3)

of the lepton and the highest pT b-jet, is thus useful for distin-
guishing signal and background. We also employ a centrality

variable,

C = max
����⌘j1,j2+`+~p/T

�� ,
���⌘j2,j1+`+~p/T

��� , (4)

formed from the two highest pT jets j1 and j2 in the event as
well as the lepton and missing momentum. Centrality is typ-
ically larger for backgrounds than for signal, reflecting both
the larger signal masses and the different kinematics of top
versus stop pair production [13]. Distributions of rpT and C
are shown in Fig. 4. This particular cut on rapidity separations
is most useful when used in conjunction with topness, because
background events with large topness have often selected an
ISR jet in place of one of the b jets, and this ISR jet is distinct
in rapidity from the other objects in the event.

We normalize signal [14] and background tt̄ [15] and
tW [16] processes to inclusive NLO+N(N)LL 8 TeV cross-
sections. Events are generated in Madgraph [17], showered
in Pythia [18], and clustered in FastJet using the anti-kT al-
gorithm with R = 0.4 [19]. In generating tW + 1j events,
we forbid tt̄ events from contributing when the momentum
in one of the internal top propagators lies in the window
|p2 � mt| < 15�t [20, 21]. Leptons are declared isolated if
the scalar sum-pT deposited in a cone of radius Riso = 0.2
around a lepton is less than riso = 0.2 times the lepton
pT . The isolation threshold is thus 4 GeV for a lepton with
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FIG. 1: Stop pair branching fractions into (left) the mixed mode
t + �0, b + �±; (right) tt̄ + 2�0, for tan� = 20 and degenerate
Higgsinos with mass µ = 100 GeV.

tional soft daughters produced in the decay of heavier higgsi-
nos down to the (N)LSP �0

1 are not boosted enough to pass se-
lection cuts for hard isolated objects. We use a reference stop
pair branching fraction of BR(t̃t̃⇤ ! tb+E/T +X) = 0.5, and
show results for a reference signal point with m

t̃
= 500 GeV,

m�
0
1
= 200 GeV, �0

1 = eh0
u

unless otherwise specified. In all
signal points we take t̃1 = cos ✓tt̃R + sin ✓tt̃L with mixing
angle cos ✓t = 0.833.

We have checked that the modes t̃ ! t�0
1 and t̃ ! t�0

2 !

t�0
1 +X pass our selection cuts with efficiencies differing by

O(10%), with the single largest difference in efficiency com-
ing from isolated lepton acceptance. Thus to good approxima-
tion the asymmetric signal is insensitive to the details of the
neutralino mixings. We have chosen a relatively large mass
splitting for our reference Higgsino sector; in more degenerate
spectra, the difference between �0

1 and �0
2 would be negligibly

small.

TOPNESS

The dominant backgrounds to semileptonic stop searches
are dileptonic tt̄ where one of the leptons is either too soft or
too forward to be identified, and tt̄ events with one lepton and
one unidentified ⌧ . Although three of the six partons in these
final states are missing or unidentified, these backgrounds still
contain a large amount of kinematic information which can be
used to identify events consistent with top quark pair produc-
tion.

Much literature has been devoted to kinematic variables
which can identify particle masses in the presence of multiple
invisible particles. Two of the most studied variables are the
stransverse mass, MT2 [9], and the contransverse mass MCT

[10]. Both of these variables admit straightforward extensions
to the asymmetric decay chains that appear in top backgrounds
with missing leptons, as was studied for MT2 in [11].

We propose here a novel alternative. Dileptonic top events
are reconstructible when both leptons are identified: the mass
shell conditions provide enough constraints to completely
solve for the unmeasured components of the neutrino mo-

menta, up to discrete combinatoric and quadratic ambiguities.
Once one of the leptons is lost, this is no longer true: the miss-
ing particles are (by assumption) now a neutrino and a W , and
one of the mass-shell conditions is lost along with the lepton,
leaving an under-constrained system.

We replace the missing mass-shell condition with the con-
dition that the reconstructed center-of-mass energy of the

event be minimized. As the PDFs fall off steeply with
p
s, this

provides a good approximation to the true event kinematics.
We construct a function S which quantifies how well an event
can be reconstructed subject to the dileptonic top hypothesis:

S(pWx, pWy, pWz, p⌫z) =
(m2

W
� p2

W
)2

a4
W

+
(m2

t
� (pb1 + p` + p⌫)2)2

a4
t

+
(m2

t
� (pb2 + pW )2)2

a4
t

+
(4m2

t
� (

P
i
pi)2)2

a4
CM

, (1)

where in the last term the sum runs over all 5 assumed fi-
nal state particles. We have imposed transverse momentum
conservation as well as the mass shell conditions p2

⌫
= 0,

p2
W

= m2
W

to fix EW , E⌫ , p⌫x, and p⌫y in terms of the four
remaining undetermined variables. The denominators ak de-
termine the relative weighting of the mass shell conditions,
and should not be smaller than typical resolutions; we take
aW = 5 GeV, at = 15 GeV, and aCM = 1 TeV. The value of
S at its minimum quantifies how well an event can be recon-
structed according to the dileptonic top pair hypothesis. The
inputs to S are two jets, a lepton, and the ~p/T . To find the
best possible reconstruction, we sum over both possible pair-
ings of jets with reconstructed W bosons and keep the pairing
which minimizes minS. When the event contains two identi-
fied b-jets, we use them as input to S; when the event contains
only one identified b, we consider the two hardest untagged
jets with |⌘| < 2.5 and pT > 20 GeV, and use the pair (b, j)
which yields the minimum value for minS. We define top-

ness as

t = ln(minS). (2)

Minimization of S is a nontrivial computational problem. In
our implementation we use 10 iterations of the Nelder-Mead
algorithm per event. In general this is not sufficient to find
the global minimum; however, it will find a minimum that
is sufficiently close to the global minimum that cuts and dis-
tributions are insensitive to any difference. We show distri-
butions of topness for the major dileptonic and one-`-one-⌧
top backgrounds as well as signal in Fig. 2. In the left panel
of Fig. 3 we compare the performance of topness to both the
asymmetric implementation of MCT which we find most ef-
fective, and MW

T2, the MT2 variant identified as most effective
in [11]. Events shown here have passed preselection cuts as
described in the text below.

Our present interest is in the asymmetric stop decay mode,
but we emphasize that topness is useful in any search where

tt̄
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The Razor Variables
✦ Introduced as an alternative to MT2 and 

other similar variables
✦ R-frame: the frame in which momenta 

of two (pseudo)jets are equal
๏ Applicable to a larger class of events 

than jets+MET

✦ Transforms signal into a peaking 
distribution on top of exponentially 
falling background a.k.a. “bump hunt”

�57

4Hadronic SUSY Searches at the LHC12 March 2012

SUSY search with razor: 4.4 fb-1

 Analysis aimed at generic SUSY production, in particular squark and 
gluino production

 Physics objects are merged in 2 “megajets” used to calculate razor var.

 Analysis aimed at generic SUSY production, in particular squark and 
gluino production

 Physics objects are merged in 2 “megajets” used to calculate razor var.

SUS-12-005

+ The R-frame approx. – Spring 2010  
q̃q̃ ! (q�̃0

1)(q�̃
0
1)

squark rest frame!di-squark (CM) rest frame!lab frame!

q

�̃0
1

q̃

q̃q̃ q̃

~�CM �~�CM q̃
~�T

x 

z 

10 

Characteristic scale 
of process is 
reflected in 

momenta of quarks 
and LSP’s 

Squarks are heavy, so 
they are preferentially 

produced near 
threshold (�CM ≈ 1) 

The di-squark rest frame 
is approximately related 
to the lab frame by one 

longitudinal boost  

|~�T | � 1

~�CM ! 0~�T = 0

Rogan, arXiv:1006.2727
+ MR Derivation 
!  Let’s assume that               , such that                   and 

both squarks are at rest in the di-squark rest-frame 

! Even without observing the two LSP’s directly, we can 
move from the laboratory frame to the di-squarks rest 
frame through a longitudinal boost that takes us to a 
reference frame where the magnitude of the two jets’ 
momenta is equal - we will call this reference frame 
the “rough-approximation”-frame or R-frame 

!  We denote the magnitude of the jets’ momenta in the  

   R-frame as MR and the boost moving from the lab  

  frame to the R-frame as �R : 

arXiv:1006.2727v1 [hep-ph] 

Christopher Rogan (Caltech) - SLAC EPP Seminar - January 22, 2013 

+ The Razor  
!  Unfortunately, the rate of QCD (even at high      ) is 

prohibitively high such that we will not be able to observe this 
signal without some additional discriminating variable(s)   

!  Such a variable is the Razor, denoted R and defined as:
(                  ) 

!          behaves similarly to the stransverse mass or          , such 
that if                  then         has a kinematic endpoint at 

 

!  Hence, we take the ratio of two variables with dimension mass 
- two variables in ratio measure similar quantity, using different 
sets of information 

R ~ ½ for signal and is 
exponentially falling 
for QCD background
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Figure 8: Left: upper limits at 95% CL on the chargino pair production cross section as a func-
tion of the chargino and neutralino masses, when the chargino undergoes a cascade decay
ec±

1 ! èn(`en) ! `nec0
1. Exclusion regions in the plane (mec±

1
, mec0

1
) are determined by comparing

the upper limits with the NLO+NLL production cross sections. The thick dashed red line shows
the expected exclusion region. The thin dashed red lines show the variation of the exclusion
regions due to the experimental uncertainties. The thick black line shows the observed exclu-
sion region, while the thin black lines show the variation of the exclusion regions due to the
theoretical uncertainties in the production cross section. Right: observed and expected upper
limits at 95% CL as a function of the chargino mass for a neutralino mass of 1 GeV, assuming
chargino decays into a neutralino and a W boson (ec±

1 ! Wec0
1).

Example of Designer Variable Use
✦ Search for EW SUSY production in the dilepton channel, 

using MT2 to suppress dominant tt and WW background

�58

1. Introduction 1

1 Introduction
The standard model (SM) has been able to describe particle physics phenomena with outstand-
ing precision up to date. However, the SM faces several issues, including the hierarchy problem
between the Higgs boson mass and the Planck scale, and the lack of a dark matter candidate
to explain cosmological observations [1–3]. Supersymmetry (SUSY) [4–11] is an extension of
the SM that assigns a fermion (boson) superpartner to every SM boson (fermion). This theory
can solve the hierarchy problem since the large quantum loop corrections to the Higgs boson
mass, due mainly to the top quark, can be compensated by the analogous corrections from
the top quark superpartner [12–15]. Moreover, if R-parity [16] is conserved, the lightest super-
symmetric particle (LSP) is stable and possibly massive, providing a good candidate for dark
matter.

This note presents a search for supersymmetric particle production in final states with two
oppositely charged (OC) leptons (`) and missing transverse momentum stemming from LSPs.
Only electrons (e) and muons (µ) are considered. The search targets two specific signal models
with chargino (ec±

1 ) and top squark (et ) pair production, using 35.9 fb�1 of data from proton-
proton (pp) collisions at a center-of-mass-energy of

p
s = 13 TeV collected by the CMS experi-

ment [17] at the CERN LHC.

The results are interpreted in terms of various simplified supersymmetric model spectra (SMS) [18–
20]. The search for chargino pair production considers, as reference, a model (Fig. 1, left) where
the charginos decay into a lepton, a neutrino (n), and the lightest neutralino (ec0

1) via an inter-
mediate slepton (ec±

1 ! n ˜̀ ! n`ec0
1) or sneutrino (ec±

1 ! `en ! `nec0
1). The three generations

of sleptons are assumed to be degenerate, with a mass equal to the average of the chargino
and neutralino masses. The branching fractions of the chargino decays into charged sleptons
or sneutrinos are assumed to be equal. Results are also interpreted in terms of a second model
(Fig. 1, right), where both charginos decay into the lightest neutralino and a W boson. Searches
for chargino pair production have been previously published by the CMS Collaboration in the
context of the former scenario using 8 TeV collision data [21] and by the ATLAS Collaboration
in the context of both scenarios using 8 [22–24] and 13 TeV collision data [25, 26].
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Figure 1: Diagrams of the chargino pair production in two possible decay modes: the left plot
shows decays through intermediate sleptons or sneutrinos, while the right one displays decays
into a W boson and the lightest neutralino.

The search for top squark pair production focuses on a SMS in which the top squark decays
into a top quark and the lightest neutralino as shown in Fig. 2 (left). The analysis strategy is
optimized for a compressed scenario where the mass difference between the top squark and
the lightest neutralino, Dm, lays between the top quark and W boson masses mW < Dm . mt.
In this regime, the top quarks are produced off-shell, giving rise to final states with relatively
soft bottom quarks and W bosons. Further interpretations of the results are given in terms of
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Figure 8: Left: upper limits at 95% CL on the chargino pair production cross section as a func-
tion of the chargino and neutralino masses, when the chargino undergoes a cascade decay
ec±

1 ! èn(`en) ! `nec0
1. Exclusion regions in the plane (mec±

1
, mec0

1
) are determined by comparing

the upper limits with the NLO+NLL production cross sections. The thick dashed red line shows
the expected exclusion region. The thin dashed red lines show the variation of the exclusion
regions due to the experimental uncertainties. The thick black line shows the observed exclu-
sion region, while the thin black lines show the variation of the exclusion regions due to the
theoretical uncertainties in the production cross section. Right: observed and expected upper
limits at 95% CL as a function of the chargino mass for a neutralino mass of 1 GeV, assuming
chargino decays into a neutralino and a W boson (ec±

1 ! Wec0
1).

Example of Designer Variable Use
✦ Search for EW SUSY production in the dilepton channel, 

using MT2 to suppress dominant tt and WW background
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First sliver  
of exclusion!

1. Introduction 1

1 Introduction
The standard model (SM) has been able to describe particle physics phenomena with outstand-
ing precision up to date. However, the SM faces several issues, including the hierarchy problem
between the Higgs boson mass and the Planck scale, and the lack of a dark matter candidate
to explain cosmological observations [1–3]. Supersymmetry (SUSY) [4–11] is an extension of
the SM that assigns a fermion (boson) superpartner to every SM boson (fermion). This theory
can solve the hierarchy problem since the large quantum loop corrections to the Higgs boson
mass, due mainly to the top quark, can be compensated by the analogous corrections from
the top quark superpartner [12–15]. Moreover, if R-parity [16] is conserved, the lightest super-
symmetric particle (LSP) is stable and possibly massive, providing a good candidate for dark
matter.

This note presents a search for supersymmetric particle production in final states with two
oppositely charged (OC) leptons (`) and missing transverse momentum stemming from LSPs.
Only electrons (e) and muons (µ) are considered. The search targets two specific signal models
with chargino (ec±

1 ) and top squark (et ) pair production, using 35.9 fb�1 of data from proton-
proton (pp) collisions at a center-of-mass-energy of

p
s = 13 TeV collected by the CMS experi-

ment [17] at the CERN LHC.

The results are interpreted in terms of various simplified supersymmetric model spectra (SMS) [18–
20]. The search for chargino pair production considers, as reference, a model (Fig. 1, left) where
the charginos decay into a lepton, a neutrino (n), and the lightest neutralino (ec0

1) via an inter-
mediate slepton (ec±

1 ! n ˜̀ ! n`ec0
1) or sneutrino (ec±

1 ! `en ! `nec0
1). The three generations

of sleptons are assumed to be degenerate, with a mass equal to the average of the chargino
and neutralino masses. The branching fractions of the chargino decays into charged sleptons
or sneutrinos are assumed to be equal. Results are also interpreted in terms of a second model
(Fig. 1, right), where both charginos decay into the lightest neutralino and a W boson. Searches
for chargino pair production have been previously published by the CMS Collaboration in the
context of the former scenario using 8 TeV collision data [21] and by the ATLAS Collaboration
in the context of both scenarios using 8 [22–24] and 13 TeV collision data [25, 26].
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Figure 1: Diagrams of the chargino pair production in two possible decay modes: the left plot
shows decays through intermediate sleptons or sneutrinos, while the right one displays decays
into a W boson and the lightest neutralino.

The search for top squark pair production focuses on a SMS in which the top squark decays
into a top quark and the lightest neutralino as shown in Fig. 2 (left). The analysis strategy is
optimized for a compressed scenario where the mass difference between the top squark and
the lightest neutralino, Dm, lays between the top quark and W boson masses mW < Dm . mt.
In this regime, the top quarks are produced off-shell, giving rise to final states with relatively
soft bottom quarks and W bosons. Further interpretations of the results are given in terms of
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Designer Variables: Summary
✦ These variables have been a significant help in many 

SUSY and non-SUSY searches
✦ Might help other channels, such as H(WW)H(bb)
✦ While multivariate analysis techniques could in 

principle compete with the use of these variables, 
having physics captured in a dedicated variable 
makes the analysis more straightforward and also 
helps resolving complicated correlations
๏ Could be used with the matrix element weighting 

techniques
✦ Would like to see theoretical work in this direction 

continuing
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Conclusions
✦ High-precision era of LHC physics is upon us
✦ It's more and more likely that if new physics is to be found at 

the LHC, it's not going to be via a smoking gun signature, but 
rather via a subtle deviation from the SM predictions

✦ Precision theoretical understanding of various backgrounds to 
these searches is therefore going to be more and more 
important

✦ I've gave a few examples where the recent progress in theory 
resulted in a significant improvement of experimental sensitivity

✦ I also pointed out a few places where further progress on the 
theory side is very important for the experiment

✦ With the theory and experiment cross-pollinating each other, we 
are moving into the domain of precision searches, which 
hopefully will soon result in a discovery!�60


